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Subjective Functionality and Comfort Prediction for
Apartment Floor Plans and Its Application to

Intuitive Online Property Search
Taro Narahara , Member, IEEE, and Toshihiko Yamasaki , Member, IEEE

Abstract—This paper presents a new user experience for online
apartment search using functionality and comfort as query items.
Specifically, it has three technical contributions. First, we present
a new dataset on the perceived functionality and comfort scores
of residential floor plans using nine question statements about
the level of comfort, openness, privacy, etc. Second, we propose
an algorithm to predict the scores from the floor plan images.
Lastly, we implement a new apartment search system and conduct a
large-scale usability study using crowdsourcing. The experimental
results show that our apartment search system can provide a better
user experience. To the best of our knowledge, this is the first work
to propose a highly accurate machine learning model for predicting
the subjective functionality and comfort of apartments.

Index Terms—Attractiveness prediction, crowdsourcing, graph
analysis, real estate floor plans.

I. INTRODUCTION

IN RECENT years, the real estate industry has been show-
ing increasing interest in applying machine learning-assisted

solutions such as price prediction [1], [2], [3], [4] and apartment-
searching [5] tools. Some online platforms can help users search
for properties by specifying metadata, such as the type of apart-
ment and room size. However, many users inspect floor plans
based on more intuitive sensory impressions, such as living com-
fort, openness, and privacy. This makes it difficult to estimate
the perceptive values of apartments through any currently avail-
able retrieval system, as there are no quantifiable data that rep-
resent such subjective characteristics of apartments. Moreover,
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apartment properties listed with the same size and type in their
metadata (e.g., two-bedroom apartments) could feature differ-
ent room arrangements, which will have a significant impact
on their functionality and overall livability. Therefore, further
understanding the relationships between floor plan images and
structured data, including the connectivity of rooms and meta-
data, could improve the user experience on real estate search
platforms.

Information on floor plans has been widely adopted by users
to evaluate the values of properties over the years, as can be
seen in many real estate portal sites today. A floor plan image
of an apartment includes various room types, room sizes, and
connections and spatial layouts of the rooms. According to a cus-
tomer survey conducted in Japan1, a floor plan was found to be
among the top five priorities for customers during their apart-
ment search. Moreover, it was found that customers are very
reluctant to compromise on their preferred floor plans and are
often willing to invest more for their pursuits. Essential elements
that largely influence functional, environmental, and some per-
ceptive characteristics of apartments, such as locations of walls,
columns, windows, and wet areas, are already set in the floor
plans, and cannot be changed no matter the finish materials or
furniture used. Although we can estimate the subjective quality
of apartments, such as living comfort, simply by looking at the
floor plan images, no related work nor dataset has been reported
for such a task.

In this study, therefore, we first constructed a new dataset that
contains 1,000 floor plan images (hereafter, “dataset A”). Each
image has a subjective score from nine perspectives relating to
perceived quality and functionality of the apartments. Exam-
ples of the generated dataset are shown in Figure 1. Based on
this dataset, we developed a multimodal neural network-based
framework to predict subjective apartment scores via their floor
plan images, graph representations, and various metadata. The
experimental results showed that we can predict the scores with
a correlation coefficient of 0.701 on average. This is relatively
high, considering that they are all subjective scores. Our study
shows that the baseline model, which uses features based on
images alone, has a much lower average correlation coefficient
of 0.491, even using ResNet50, the state-of-the-art network for
image recognition tasks.

1[Online]. Available:https://suumo.jp/article/oyakudachi/oyaku/chintai/fr_
data/hikkoshi-sumikae2017/, accessed 09/16/2020
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Fig. 1. Examples of our functionality evaluation dataset using real estate floor plan images. Each example shows a floor plan image, a bar graph for nine evaluation
measures, and a graph from left to right. (a) Highest scoring floor plan; (b) lowest scoring floor plan; (c) floor plan that scored high on modernity; (d) floor plan
that scored low on modernity.

The contributions of this paper can be summarized as follows.
� We created and analyzed a large-scale dataset of subjective

evaluations of both perceived quality and functionality of
real estate floor plan images using crowdsourcing. (i.e.,
3,128 participants rated 1,000 floor plans based on nine
subjective criteria.)

� Our proposed prediction model, which extracts features
from floor plan images and their graph structures, proved
to be effective and highly accurate with average correla-
tion coefficient of 0.701. We also developed a workflow to
extract semantically segmented floor plan images, graphs,
and graph-related features for our multimodal deep neural
network model.

� Upon using a new set of floor plan images (with predicted
scores by our model as a dataset), our proposed apartment
search tool was found to provide a significantly better user
experience than the baseline tool without the proposed fea-
ture.

This paper is organized as follows. In Section II, we report the
results of our literature survey. Section III explains dataset cre-
ation. Section IV describes the methodology utilized in the study.
Section V explains the experiments and their results. Section VI
describes the usability study of our proposed apartment search
tool. Section VII discusses the limitations of our approach, with
concluding remarks included in Section VIII.

II. RELATED WORKS

A. Real Estate Tasks Using Property Images

Several researchers have worked on tasks related to real estate
using property images. In [2], the authors tried to improve the
accuracy of real estate price prediction by predicting the luxury
levels of the rooms using the appearance and interior images of
properties. Law et al. [6] showed that street view and satellite
images are also helpful when predicting house prices. In [7],
the researchers attempted to predict the construction age of the

property by combining the predictions for each of its salient im-
age patch, resulting in greater accuracy than human prediction.

Moreover, deep learning has been applied to real estate prop-
erty images, and some studies have analyzed real estate images
themselves. In [8], real estate images were classified into differ-
ent types (e.g., bedroom, kitchen, living, and garden) by employ-
ing contrast-limited adaptive histogram equalization (CLAHE)
and applying long short-term memory (LSTM) in both verti-
cal and horizontal directions. Wang et al. [9] predicted which
among two images of the same property is more attractive using
a pairwise comparison network.

These works demonstrated the use of images in specific tasks
that are related to the appearance of the property. In our task,
to comprehensively represent the user experience in term of the
perceived quality and functionality, we assumed that floor plan
information with related metadata can provide more structured
and detailed information on the property.

B. Real Estate Tasks Using Floor Plan

Several related works have been conducted on floor plan im-
age analysis. Before the development of deep learning, some
researchers manually and graphically analyzed floor plans us-
ing adjacency graphs (with rooms, corridors, and other features
as labeled nodes) and used them to classify apartments into dif-
ferent types [10]. Takizawa et al. [11] analyzed the relationships
among adjacency graph structures of apartment floor plans and
their rental fees. They extracted subgraphs from the adjacency
graphs and effectively estimated the rent from the presence and
absence of common subgraphs. However, the cost of creating
adjacency graphs by hand was very high.

Floor plan images have also proved to be useful for rent price
prediction [12], [13], [14]. In [12], [13], it was demonstrated
that conventional bag-of-features (BoFs) [15] has the potential
to achieve lower-error prediction with smaller variance, although
the contribution of BoFs was smaller than that of other apartment
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attribute information. In [14], image features were applied to
hedonic price models [16] to predict the apartment rent price
after controlling for locational and structural characteristics of
an apartment.

Recently, machine learning has been applied to the analysis of
floor plan images. Yamasaki et al. [5] used deep neural networks
(DNNs) to conduct semantic segmentation of floor plan images.
They further developed a method to systematically generate ad-
jacency graphs of floor plans from the semantically segmented
images. Takada et al. [17] utilized multi-task learning for floor
plan images and retrieved similar floor plans to the query. The
floor plan recognition was then applied to property recommen-
dation [18], [19] and retrieval [20]. Additionally, a toolbox for
converting floor plan images to a vector format was developed
in [21]. Furthermore, generating floor plans using graphs [22],
[23], panoramic images [24], or 3D scans [25], [26], [27], [28],
[29], [30] is emerging. Generating furniture layouts using graphs
was also discussed in [31].

C. Prediction of Subjective Scores of Multimedia Content

There are extensive surveys in the literature introducing qual-
ity assessment studies and methods using images [32] and
videos [33], [34].

Assessing the perceived low-level quality of images [35], [36],
[37], [38] and videos [39], [40], [41], [42] has been an important
topic in multimedia. These works tried to predict the perceived
quality when the quality of the multimedia content is somewhat
degraded by low-level factors such as compression and noise.

Predicting higher-level subjective scores has also been an ac-
tive research area. For instance, analysis of image aesthetics re-
lates more to color usage, composition, etc., and not to low-level
noise in the content [43], [44], [45], [46], [47], [48]. Sentiment
and emotion classification and affective analysis constitute an-
other direction of research for analyzing subjective evaluation
of multimedia content. In this regard, many related works can be
found in the literature for texts [49], [50], [51], images [52], [53],
[54], [55], [56], [57], [58], speech [59], music [60], videos [53],
[61], [62], [63], [64], and their combinations [65], [66], [67].

Skills and creativeness have also been research targets, includ-
ing skill assessment [68], creativity [69], click through rate pre-
diction for online advertisements [70], [71], presentation slide
assessment [72], [73], and so on.

To the best of our knowledge, this is the first work on subjec-
tive evaluation of apartment floor plans. In the paper, we show
that predicting the subjective functionality and comfort is pos-
sible, and we also demonstrate potential applications of such
predictions.

III. DATASET CREATION

A. Subjective Scores

In this study, we used crowdsourcing to create a new dataset
based on subjective evaluation of real estate floor plan images
through a set of statements that question their levels of comfort,
openness, privacy, and other characteristics.

In total, 3,128 workers participated in this evaluation. We re-
cruited 400 participants separately from ten groups: two genders

Fig. 2. A screenshot of the crowdsourcing page.

over five age ranges (20-29, 30-39, 40-49, 50-59, and 60+) using
a crowdsourcing service.

We used floor plan images of Japanese rental apartments from
the “Home’s dataset” released by LIFULL Co., Ltd. with the co-
operation of National Institute of Informatics,2 which has been
widely used as a general floor plan image dataset in the interna-
tional research community [22], [74], [75], [76]. We randomly
selected 1,000 floor plan images that included apartments with
one, two, three, and four or more bedrooms in balanced propor-
tions and prepared the following nine question statements for
each image (questions Q1 to Q3 are about impressions, Q4 to
Q6 are about functionality, and Q7 to Q9 are about environmen-
tal criteria):
� Q1 (Spaciousness): It is a spacious and open floor plan.
� Q2 (Modernity): The impression of the room layout is mod-

ern and contemporary.
� Q3 (Luxuriance): It is a luxurious apartment, and the rent

might be expensive.
� Q4 (Connectivity): Connectivity, adjacency, and layout of

rooms and circulation are efficient and look comfortable.
� Q5 (Wet Areas): The traffic paths for the kitchen, bathroom,

and restroom are good.
� Q6 (Storage): Locations and sizes of storage are good.
� Q7 (Airflow): Airflow inside the floor plan is good.
� Q8 (Solar Exp.): Solar exposure of the floor plan is good.
� Q9 (Privacy): The arrangement and adjacency of rooms

fully consider the privacy of each family member.
In Q9, participants were provided a family size to evaluate the

privacy of the image. Each floor plan was evaluated based on a
five-grade score on a scale of 1 (strongly disagree) to 5 (strongly
agree) by participants. Only the floor plan images were shown
to participants for the evaluation (Figure 2). Each participant
was asked to evaluate 25 floor plan images. A task completion
control was implemented, and the participants were required
to answer all the assigned questions in order to complete the
task; otherwise, their responses were not included in the study.
After removing those from whom we did not receive all re-
sponses and also those who chose the same rating for all (i.e.,

2National Institute of Informatics (NII), https://www.nii.ac.jp/dsc/idr/lifull/
homes.html (accessed: 05.05.2020)

https://www.nii.ac.jp/dsc/idr/lifull/homes.html
https://www.nii.ac.jp/dsc/idr/lifull/homes.html
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Fig. 3. Histograms of the responses (5-point Likert scale) for several examples
of randomly selected floor plan images.

“straight-lining”), we obtained 3,128 valid participants’ results
out of the 4,000 participants that were recruited. The remaining
871 include those who either dropped out or were not included
for the reasons stated above. Thus, each floor plan was eval-
uated by 78 to 80 individuals (i.e., 2 genders × 5 age ranges
× 400 participants × 25 images / 1,000 total images = 100
participants per image; with approximately 20% drop outs, this
coincides with 3128/4000 = 0.782). We verified that the his-
tograms of responses by participants were approximately nor-
mally distributed from random selections of over 200 floor plans
and that no isolated peaks with unusual values were found. Fig-
ure 3 shows some examples of histograms from our randomly
selected floor plans. Each participant would have different mean
and standard deviation in their evaluation scores, and therefore
the scores were standardized before taking the average among
the participants. We used the value obtained by subtracting the
mean value from each raw score and dividing it by the stan-
dard deviation. The resulting scores were normalized between
-1 and 1 for each question. The effect of this standardization is
discussed in Section V-B. Figure 1 shows selected examples of
floor plans with the corresponding results of the nine scores of
subjective measure. The error bar represents the standard devi-
ation. Next, for each floor plan, we averaged the scores from
the nine questions. Since we averaged nine scores that origi-
nally came from different populations of scores with different
distributions, we standardized the mean values from all floor
plans and normalized them between -1 and 1; we called this
value the “Total Score” of the floor plan. The Total Score repre-
sents the overall performance of each floor plan across all nine
questions.

B. Segmentation and Graph Extraction

A floor plan can also be viewed as a graph with nodes repre-
senting rooms and with edges representing connections between
them [5], [20], [22], [23]. Therefore, we extracted graphs from
floor plan images and used them as features to predict the nine

subjective scores defined above. This is a reasonable assump-
tion because floor plan images are inspected for the connections
among rooms and their adjacency.

In order to extract corresponding graphs automatically from
floor plan images, we used the following two steps (Figure 4 top
left). First, we prepared 3,800 new floor plan images (no over-
lap with dataset A), which we call dataset B, with their manu-
ally annotated segmented images using an online annotation tool
(please see Figure 4). They were consistently color-coded and se-
mantically segmented into the following 15 classes of elements:
wall, western bedroom (wbed), Japanese bedroom (jbed), dining
kitchen (dk), restroom (wc), bathroom (bath), washroom (wash),
balcony (balc), entrance (ent), corridor (corri), stairs, closet (cl),
door, window, and unknown elements that do not belong to any
category (abbreviations in parentheses are used in figures rep-
resenting graph nodes). Then, we prepared a segmentation pre-
diction network based on the method introduced in [5] using
an improved network architecture, DeepLab v3+ [77], [78], in-
stead of fully convolutional networks. Using 3,040 images for
training, 380 for validation, and 380 for testing, we trained the
network using the segmented images as ground truth data. We
automatically obtained 1,000 segmented images with subjective
scores for our dataset by feeding dataset A into this pre-trained
network using DeepLab v3+.

Second, we used the rule-based method to extract 1,000
graphs from the inferred segmented images using images in
dataset A following the same procedure in [20]. Figure 5 shows
examples of floor plan images, inferred segmented images, ex-
tracted graphs, and ground truth (GT) segmented images, which
were manually annotated using an online annotation tool. We
used 11 elements for nodes of the graphs, excluding the wall,
door, window, and unknown elements from the above 15 el-
ements. We added edges between two rooms only if they are
directly accessible through a physical opening or door. Nodes
were created by extracting regions representing rooms with a
certain area in the inferred segmented images. The resulting
dataset was used to determine whether the differences in graph
structures influence the impression and functionality of apart-
ments from subjective evaluations.

In Figure 5, it is noticeable that the inferred segmented images
using the segmentation prediction network are noisy and slightly
degraded compared to the GT segmented images. As a result, the
extracted graphs from the inferred images are not as accurate as
the grand truth graphs extracted from the GT segmented images.
In Section V-B, we discuss how the imperfections in the use of
inferred images and extracted graphs affects the prediction accu-
racy of our proposed model compared to the best-case using GT
segmented images and GT graphs as input features as the upper
bound performance. In fact, the average performance drop in
Pearson correlation coefficient (PCC) is only 0.046 between the
two cases, which is statistically insignificant (see Section V-B).
It is thus acceptable to use the inferred segmented images instead
of GT segmented images, which allows us to automatically gen-
erate all required features only from floor plan images without
preparing manually annotated floor plan images for new data
inputs.
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Fig. 4. Overview of our framework.

Fig. 5. Examples of input images (first column on the left), inferred semanti-
cally segmented images (second column), extracted graphs (third column), and
grand truth segmented images (forth column).

C. Overview of Our Datasets

Figure 4 shows an overview of our framework. To predict
subjective scores only from the real-estate floor plan images, we
prepared three sets of floor plan images without any overlaps to
avoid bias for network models’ training.

The first set of 1,000 images (dataset A) was used for the
dataset with subjective scores and to train our prediction model
in Section IV.

The second set with 3,800 images (dataset B) was used to
obtain the network that outputs segmented images from the
floor plan images as input, which as explained in Section III-B.
We also used dataset B to train an ImageNet-pretrained feature
extractor network using color-coded semantically segmented
images, as shown in bottom left of Figure 4. We additionally
developed this network since our proposed network in Figure 8
explained in Section IV-C shows improved performance using
the new weights fine-tuned by this network for ResNet50 [79]
instead of using the weights only pre-trained on ImageNet on
segmented images. The network was based on ResNet50 and
used the segmented image as input. It was pre-trained first using

ImageNet and then fine-tuned for the multi-task classification
task to predict the number of rooms of the 13 room types,
excluding the wall and unknown elements, from the 15 types
defined in Section III-B.

Finally, we predicted subjective scores using our model from
a separate set of 1,535 floor plan images (hereafter, “dataset C”;
please see Figure 4), and it was also used for our proposed apart-
ment search tool in Section VI.

IV. PROPOSED METHODS

In this section, we introduce our prediction model. We propose
to use two types of inputs for the model: floor plan images and
structured data features. For the images, we used both floor plan
images and semantically segmented images from Section III. In
Section IV-A, we explain our method to extract four features
from the structured data based on graphs and metadata of floor
plans. The image features are described in Section IV-B. In Sec-
tion IV-C, we introduce our prediction model in detail.

A. Features

1) Emerging Subgraphs: To extract frequently appearing
common subgraphs that are very important and contribute to
either higher or lower evaluation scores for each question re-
garding the floor plans, we first performed frequent subgraph
mining on a total of 1,000 graphs in dataset A using graph-based
substructure pattern mining (gSpan) [80]. For the condition to
evaluate subgraph isomorphism, we considered node attributes
that represent the room types for graph matching. The edge at-
tributes that represent door and window types were not consid-
ered. As a result, 162,470 subgraphs were extracted by setting
the minimum support threshold to 5 (i.e., the condition for ex-
tracting the common subgraph corresponding to at least five out
of 1,000). The following three steps were further performed to
extract subgraphs that are more relevant to each subjective score.

Step 1: For each question from Q1 to Q9 and the “Total Score”
from Section III-A (ten items in total), common subgraphs that
were included in the floor plan graphs with evaluation scores
of the top and bottom 10% were extracted and separated into a
total of 20 classes. We further narrowed down the selection of
subgraphs by setting the following three thresholding strategies.
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Fig. 6. Examples of emerging subgraphs frequently found in floor plans having
a high Q2 (modernity) score (top row). The top left also appears in Figure 1 a
(circled in red). Examples found in floor plans having a low Q4 (connectivity)
(bottom left & middle) and a Q9 (privacy) score (bottom right).

First, the minimum support threshold was set to 10. Second, the
average score of the apartments that contain the target subgraph
should be 0.25 or larger for those in the top 10% classes and
−0.25 or lower for those in the bottom 10% classes. Third, we
also used the growth rate (GR), which is widely used for discov-
ering discriminative patterns in emerging pattern mining [81].
The ratio between GR for the top 10% and that for the bottom
10% should be larger than 4 or smaller than 1/4. These thresh-
olds were set by our empirical study.

Step 2: To further extract relevant common subgraphs in the
above 20 classes, we considered identification numbers of ex-
tracted subgraphs as “words” in 20 different “documents.” Then,
we performed term frequency - inverse document frequency
(TF-IDF), which evaluates how relevant a word (subgraph) is
to a document (class) in a collection of documents (classes that
represent each question). Based on the obtained TF-IDF weights,
we sorted important subgraphs that are relevant to the top or bot-
tom 10% of floor plans evaluated based on a specific question
in each class. The use of TF-IDF helped eliminate frequently
appearing subgraphs found in multiple classes that are not yet
relevant to any specific class.

For any subgraph that included other subgraphs (i.e., inclusion
dependency) within the same class, subgraphs with a minimum
number of nodes were always kept. If the larger-size subgraph
in the top 10% class has a larger mean evaluation score than
those of the minimum-size subgraphs defined above, it is also
kept (and vice-versa for the bottom 10% classes).

Step 3: We sorted all the extracted subgraphs from the previ-
ous steps based on the mean evaluation score in each class and
obtained the top 20 subgraphs for each of the 20 classes. By
eliminating duplicates that appeared in multiple classes from
a total of 400 extracted emerging subgraphs, we obtained 230
unique emerging subgraphs. For each floor plan in the dataset,
a 230-dimensional feature vector that contained 0 or 1 based
on the absence or presence of 230 emerging subgraphs, respec-
tively, were extracted.

Figure 6 shows examples of the emerging subgraphs that were
extracted using the above three steps. The subgraph on the top

Fig. 7. The main five types of subgraphs for wet areas that make up 76% of all
floor plans. Two subgraphs that include the linkage (wc)-(wash)-(bath), circled
in red, have lower mean scores for Q5 (wet areas) than the others.

left is a triangle graph connecting (wbed)-(dk)-(balc) as a sub-
graph that appears in the top 10% of the Q2 (modernity) class.
For example, the floor plan in Figure 1 a includes this subgraph
and has a very high evaluation score for Q2. It represents the wide
balcony space that is open to both the bedroom and kitchen and is
often considered a contemporary layout among Japanese apart-
ments (advertised as a “wide-span balcony”). The subgraph with
two nodes, (dk)-(bath), was in the class representing the bottom
10% of the Q4 (adjacency and connectivity) class (bottom left in
Figure 6). This has a bathroom door that immediately opens to a
living room, allowing anyone to enter a communal space directly
after taking a bath, which is not considered desirable. Adding a
washing room between the two nodes is a common practice in
Japan, as it provides a room to change clothes before entering
the bathroom. This subgraph was also included in the class for
the bottom 10% for the Q9 (privacy) class. Our method was able
to extract emerging subgraphs representing such characteristics
of floor plans in 20 classes.

2) Subgraphs for Wet Areas: Wet areas are particularly im-
portant because they are more personal spaces. Therefore, spe-
cial attention was paid to them. For each floor plan in dataset A, a
connected subgraph containing rooms related to the usage of wa-
ter, including dining kitchen (dk), washroom (wash), bathroom
(bath), and restroom (wc), was extracted. Any nodes bridging
the above four nodes such as a corridor (corri) that were neces-
sary to form a single connected subgraph that contained all four
of the above nodes were also included depending on the floor
plan layouts. If there were more than two such bridging nodes
and only one node was sufficient to form a connected subgraph,
the node that served a communal use or as circulation, such as
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corridor, was selected over a node use for a private purpose,
such as a bedroom. In total, 162 unique subgraph types for
water-related rooms were extracted. Out of all the floor plans,
76% belonged to the five types. 120 types of subgraph appeared
only once and therefore they were discarded. As a result, 42
subgraph types were used in this study.

Two out of the five remaining types of subgraphs included
three nodes that were directly linked: (wc)-(wash)-(bath). How-
ever, this is not a desirable layout, as its circulation paths for
(wc) and (bath) crisscross at the washing room (Figure 7). It
forces one to enter (wash) while someone else is still present
after using either room. The mean evaluation scores for Q5 (wet
areas) for those two types were lower (0.171 and 0.208) than the
mean scores from the other three types (0.330, 0.296, and 0.249).
As a result, we extracted a 42-dimensional one-hot feature vec-
tor based on the presence of the 42 types of subgraphs for wet
areas.

3) Feature Based on MCS Graph Similarity: The similar-
ity between graphs of all 800 floor plans in the training set of
dataset A was calculated based on the method described in [17],
[82], [83] using the maximum common subgraph (MCS) as a
graph similarity measure. The similarity was 1 when the two
graphs perfectly matched, and 0 when there were no com-
mon parts. Any input graph could be expressed by an 800-
dimensional vector that represents distances from each of the
800 graphs in the training set of the dataset A. We used this
vector based on the MCS similarity to extract a feature that rep-
resented an entire (global) characteristic of each apartment, as
opposed to a local sub-structure from a subgraph.

4) Feature Based on Metadata: In addition to the above three
features extracted from graph structures, we listed areas and
numbers of room types using the metadata for each floor plan.
This resulted in 30-dimensional feature vectors that represented
the areas and numbers of room types.

From the above, we obtained four feature vectors that repre-
sented structured data based on emerging subgraphs, subgraphs
for wet areas, MCS graph similarity, and metadata. All feature
vectors were standardized before using them for machine learn-
ing (see the next section) such that their distributions had a mean
value of 0 and a standard deviation of 1.

B. Image Features

We also fed the network two types of images: floor plan
images and consistently color-coded semantically segmented
images (prepared for the automated graph generation in Sec-
tion III). The inputs to the network were two sets of RGB images
of resolution 224× 224.

First, for the floor plan images, using ResNet50 [79] pre-
trained on ImageNet [84], a 2,048-dimensional vector of the
pool5 layer was extracted from deep features of the images.
Then, a new fully connected (FC) layer was added in place of
the original one.

Second, for the segmented images, we used the same net-
work architecture, but the network was pre-trained first using
ImageNet and then fine-tuned for the multi-task classification
task to predict the number of rooms of the 13 room types, ex-
cluding walls and unknown elements, from the 15 types defined

Fig. 8. Proposed network architecture.

in Section III-B. Similarly, a 2,048-dimensional vector of the
pool5 layer was extracted.

Two features extracted from the two sets of images described
above were also added in the same manner as above, followed by
the FC, batch normalization (BN) [85], and dropout [86] layers.
Finally, these two added features from the structured data and
images were added again, followed by the FC and dropout layers.
The final FC layer generated a value predicting the score (see
Figure 8 for details). For the FC layers, we used Leaky ReLu
[89] as an activation function.

C. Prediction Model

Figure 8 shows our proposed network architecture to predict
the evaluation scores from Q1 to Q9 and the “Total Score” (ten
separate models in total).

Two features based on emerging subgraphs (IV-A1) and sub-
graphs for wet areas (IV-A2) were concatenated into one 272-
dimensional vector, which was reduced to 256 dimensions using
a FC layer. The 800-dimensional feature vector from the MCS
graph similarity (IV-A3) and the 30-dimensional feature based
on metadata, such as areas and numbers of room types (IV-A4),
were also reduced to 256 dimensions using FC layers. Then, the
above three input features were added, followed by the FC, BN,
and dropout layers. The latter two layers were added to improve
generalization and to reduce overfitting.

V. EXPERIMENTS

We used the dataset created in Section III and divided it
into 800 floor plans for training, 100 for validation, and 100
for testing. We trained ten separate models for predicting ten
scores using the network in Section IV-C because it is better
than multi-task learning using a single model in our preliminary
experiment. Regression models were created for each using the
mean squared error (MSE) as a loss function, and we trained
these networks using 800 training images. We applied the Mo-
mentum Stochastic Gradient Descent (SGD) algorithm to train



6736 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 25, 2023

models with a batch size of 20, a learning rate of 10−3, a de-
cay rate of 2.86× 10−5, and a momentum of 0.9 for the 35
epochs. The system was implemented using Keras.3 We applied
the pearson correlation coefficient (PCC) to measure the correla-
tion between the predicted values and the evaluation scores from
the dataset as ground truths for 100 floor plans in the test data.
We also used the root-mean-squared error (RMSE) to evaluate
the performance. We repeated the above process five times using
a different randomly selected set of 800 training, 100 validation,
and 100 test floor plans each time, and used the mean values of
all five results as the final PCCs for the proposed as well as the
following comparative baseline models, which were prepared to
compare and verify the prediction results.

A. Baseline Methods

As baseline methods, we prepared the following seven mod-
els, of which five models use DNNs by subtracting one of five
input features from the proposed network in Figure 8:
� Images Only: The model with only two input features based

on floor plans and color-coded semantically segmented im-
ages.

� w/o SubG: The model without the input features based on
subgraphs for emerging (IV-A1) and for wet areas (IV-A2).

� w/o MCS: The model without the input features based on
MCS graph similarity (IV-A3).

� w/o Meta: The model without the input features based on
metadata such as area and number of room types (IV-A4).

� w/o Img: The model without the features for floor plan
images.

� w/o Segm: The model without the input features based on
consistently color-coded semantically segmented images.

� Upper Bound: The model’s network architecture is identi-
cal to the proposed model. However, the dataset based on
GT segmented images and GT graphs was used for training
and testing of the model as the best case, instead of using
inferred segmented images and extracted graphs used in
our proposed model explained in Section III-B)

B. Results

1) Segmentation Performance: First, we discuss the accu-
racy of the semantic segmentation using dataset B introduced
in III-B. The number of train/validation/test data were set to
3040/380/380, respectively, and we trained the segmentation
prediction network model to learn the correspondence between
the floor plan images and the GT label masks using the train-
ing and validation data. After the training, the test data was
used for evaluation with a metric mean intersection over union
(IoU) [87] defined by (1), where nc is the number of classes,
ti is the total number of pixels belonging to class i, and
nj is the total number of predicted as class j belonging to
class i.

mean IoU =
1

nc

nc∑

i=1

nii

ti +
∑nc

i′=1 ni′i − nii
. (1)

3[Online]. Available:https://keras.io

The mean IoU for the test data was 82.1%, and the average
mean accuracy was 89.0% for the test set. Although the seg-
mentation accuracy is not perfect, it is acceptable considering
the prediction accuracy of functionality and comfort prediction
as discussed below.

2) Performance Comparison: To evaluate the performance
of each model, we used two metrics, namely PCC and RMSE.
Table I shows the PCC results of both the proposed and baseline
models using the test set of dataset A, and Table II shows the
RMSE values. Note that a higher PCC and a lower RMSE mean
better prediction performance. Our proposed model, which uses
all features extracted from the structured data, floor plan im-
ages, and segmented images, outperformed all the comparative
baseline models in terms of the mean value of PCCs from all
ten criteria (0.701) and recorded the highest PCC for nine out of
ten criteria (Table I). While we used ResNet50, which is known
for its high performance in a wide range of image-recognition
tasks, the naive approach only using two sets of images, The
Images Only model, has a lower mean value of PCCS, 0.491.
Therefore, it can be inferred that the network compensates for
the weakness of each feature by combining them. The PCC val-
ues for our proposed model were over 0.7 for five criteria (Q1 =
0.721, Q2 = 0.793, Q3 = 0.776, Q6 = 0.751, and Total Score
= 0.794), and over 0.8 for the “privacy” criteria (Q9 = 0.816).
Table II also shows that our proposed model outperforms base-
line models with the lowest mean value of RMSEs from all ten
criteria.

We carried out the statistical significance tests to determine
whether PCCs and RMSEs between the proposed and baseline
models are statistically significant or not. Following the recom-
mended procedure in Section 7.6.1 of ITU-T Rec. P.1401 [88],
the statistical significance tests for PCC use statistics derived
from Fisher’s z-transformed correlation coefficients in each
comparison, compared with the 95% two-tailed Student’s t-test
critical value. In Table I, we have used an asterisk to denote
the case when 0.05 significance level of difference compared to
the proposed model’s PCC is found. Table III shows p-values
from Images Only and Upper Bound models. Our multimodal
network model outperformed the Images Only model with p-
values>0.05 in eight out of ten criteria (all criteria except for
Q5 and Q8) (Table III).

The statistical significance tests for the differences in RMSEs
were also performed, following the recommended procedure in
Section 7.6.4 of ITU-T Rec. P.1401 [88]. In Table II, we have
used an asterisk to the RMSE values to denote the case when sig-
nificant differences between the proposed model’s RMSEs are
found. The RMSEs from our proposed model and the Images
Only model were significantly different in eight out of ten cri-
teria (all criteria except for Q5 and Total Score), indicating that
the improvements using our multimodal network are statistically
significant. Only Q5 (Wet Areas) does not show significant im-
provement using our model suggested by the differences in both
PCC and RMSE values. As stated in Section IV-A2, subgraphs
for wet areas have fewer pattern variations than other features,
which may make prediction of the Q5 (Wet Areas) score more
difficult. The test also suggests that our model is statistically
significantly better than the model without the features for floor

https://keras.io
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TABLE I
PREDICTION ACCURACY COMPARISON. VALUES ARE IN TERMS OF PEARSON CORRELATION COEFFICIENTS (PCC). BLACK CELLS REPRESENT PCC>0.7 AND GRAY

CELLS INDICATE PCC<0.7. STATISTICAL SIGNIFICANCE BETWEEN PROPOSED AND BASELINE MODELS WERE DETERMINED BY A T-TEST

TABLE II
ROOT-MEAN-SQUARED ERROR (RMSE) COMPARISON

TABLE III
SIGNIFICANCE OF THE DIFFERENCE IN PCCS COMPARED TO THE PROPOSED

MODEL’S PCCS. VALUES ARE IN TERMS OF P-VALUES

plan images, w/o Img, in five out of ten criteria, including Q1,
Q3, Q5, Q7, and Q8. The results indicate that the use of both fea-
tures based on images and structured data extracted from graphs
contributes to the improvement in prediction accuracy.

The differences in PCC and RMSE values between the pro-
posed and Upper Bound models are not significant, indicating
that the performance drops caused by the use of graphs extracted
from inferred segmented images, instead of the GT graphs de-
scribed in Section III-B, are not significant (average difference
in PCCs from nine questions is 0.046). Our model can automat-
ically generate all input features from floor plan images alone
as inputs using the processes in Section III-B to extract seg-
mented images and graphs, allowing us to develop the search
tool described in Section VI without the time-consuming and
labor-intensive manual annotation process for segmented im-
ages. We also tested the prediction accuracy of our proposed

Fig. 9. Success and failure cases from our model’s prediction results. While
both floor plans in the top row have high ground-truth scores for Q2 Modernity
in our dataset, the prediction error for the top-left was lower than the prediction
error for the top-right, indicating a more successful prediction result.

network architecture trained and tested using a dataset based on
raw values rated by the participants as evaluation scores, instead
of using standardized evaluation scores in our dataset explained
in Section III-A. We found no statistically significant difference
in PCC and RMSE values between the two datasets (i.e., average
PCC was 0.699 using raw score values and 0.701 using ours).

3) Success and Failure: Figure 9 depicts some success and
failure examples from our prediction results for Q2 Modernity
scores. Here, “success” means that the prediction error between
the predicted score and the ground-truth score from the dataset is
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Fig. 10. The proposed apartment search tool.

lower. It is inferred that if similar floor layouts are included in the
proposed network’s training data, prediction errors would likely
be reduced. If the floor plans are rare or uncommon examples that
do not exist in the training set, prediction errors could increase.

In conclusion, although the measurement of the functionality
of floor plans is a very subjective problem, our proposed predic-
tion models are able to achieve a very strong correlation with
human evaluation.

VI. APPLICATION TO ONLINE PROPERTY SEARCH

A. Implementation

We introduce a new interface for an apartment search tool
that implements functionality and comfort as query items. In
addition to a common search interface based on user selection
of the number of bedrooms and a range of areas, our tool offers
importance sliders with adjustable weights for importance in
three levels: 0 (none); ×1 (important); and ×2 (very important),
for nine subjective criteria (see Figure 10). After a user presses
the search button, the tool calculates the scores for all floor plans
based on the weighted sum of the predicted subjective values
using the information from the sliders, and displays the scores
in ranked order. This feature allows a user to search apartments
based on a controlled weighted priority for qualitative criteria
(i.e., extremely spacious apartments with sufficient privacy and
storage spaces).

For our proposed search tool’s floor plan database, we
prepared a new set of 1,535 floor plan images that include
apartments with one, two, three, and four or more bedrooms in

balanced proportions (dataset C). These images were completely
unbiased and were not previously used in this study. Using the
pre-trained network using DeepLab v3+ and the rule-based
method in Section III-B, we obtained the 1,535 corresponding
segmented images and graphs. Next, we executed the procedures
outlined in Sections IV-A and IV-B to extract the five features
from these images, which were then used to obtain the predicted
attractiveness scores for the nine criteria for each of the 1,535
floor plans using the best model (i.e., the one with the highest
PCC) from the proposed network introduced in Section IV-C.

B. Procedure

We evaluated our method through a large-scale user study.
Among the 200 participants recruited through a crowdsourcing
service, we removed three who chose the same rating for all
questions (i.e., “straight-lining”) and another six who did not
complete the survey to obtain a final count of 191 participants
with a wide variety of attributes. Out of the 191 participants, 81
identified themselves as male and 109 as female. The numbers of
participants in their 20 s, 30 s, 40 s, 50 s, and over 60 were 30, 78,
53, 20, and 4, respectively. Of the total, 38 lived alone at the time
of the experiment, while 81 participants were married. While
115 lived in urban areas, 60 lived in suburban areas, and 11 in
rural areas. Participants were required to answer all questions to
complete the task. Incomplete responses were not included in
the study. We verified that all histograms of responses for 5-point
Likert scale questions were approximately normally distributed,
and that no isolated peaks with unusual values were found.

To make the study task realistic and provide internal motiva-
tion, we prepared hypothetical scenarios with different demands
from five unique families and asked participants to search five
apartments for each scenario. We set the scenarios based on
five completely different family structures to avoid demographic
background bias of the participants.
� “You are a married couple, and your two children need

their own rooms soon. You want a functional floor plan
layout and don’t want to pay extra for unnecessarily large
spaces.”

� “You are a family of five, living with one child and your
spouse’s parents. A well-functioning home with large stor-
age spaces, kitchen, and wet areas are your top priority
since you have a big family.”

� “Due to the COVID-19 pandemic, you have been working
from home and would like to have your own study room.
You and your spouse want to have separate rooms to respect
each other’s privacy.”

� “You live with your significant other before marriage and
would like to share a large spacious room with your partner
and stay together as much as possible.”

� “You and your partner are a young couple and hope to have
at least one child in the future. You prefer to have a large
balcony for your family to spend the weekend together.”

We assigned these tasks using both our proposed tool and
another baseline tool. The baseline tool represented commonly
available real estate portal sites without our proposed features,
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TABLE IV
THE DIRECT COMPARISON QUESTIONS WERE ASKED ON A 5-POINT LIKERT

SCALE. A HIGHER SCORE INDICATED A PREFERENCE FOR OUR PROPOSED

TOOL, WHILE A LOWER SCORE INDICATED A PREFERENCE FOR THE BASELINE

TOOL. A SCORE OF 3 INDICATED NO PREFERENCE

featuring a search interface for a user to select the number of bed-
rooms and a range of areas. We studied major real estate portal
sites 4567, and found the above two items as common search fea-
tures. The differences between the proposed and baseline tool
are that the baseline tool has an identical interface except that
it does not have functionality- and comfort-related options. As
we wanted participants to focus on analyzing information only
readable from floor plans to enable a fair comparison with our
proposed tool, we excluded other common search features based
on the location and cost of properties. The study employed a
within-participant design in which participants used both tools
(counterbalanced across participants) and provided feedback on
them.

Participants were asked to search five apartments that met
needs of each of the five scenarios using one tool, and then switch
to the other tool for the same search (with the order of tool coun-
terbalanced across participants). After completing both search
tasks, participants completed a post-experiment survey. The sur-
vey asked participants to directly compare their experience with
the proposed tool to the baseline tool in five Likert-scale ques-
tions (shown in Table IV). We also asked them to rate 50 se-
lected floor plans (i.e., five plans × five scenarios × two tools)
in a five-grade score on a scale of 1 (very unsatisfied) to 5 (very
satisfied) (i.e., each participant gave a score of 1 to 5 for each
retrieved floor plan image.).

C. Results

Overall, it can be observed that the participants showed a
significant preference for our proposed tool in response to all five
direct comparison questions in Table IV. For each question, 95%
confident intervals of mean scores are indicated. In addition, a
one-sample one-tailed t-test (p < 0.05) was used to evaluate
whether the mean responses are greater than 3 (i.e., a score of
3 indicates no preference) at the significance level. Participants
appreciated the proposed tool as well. Compared to the baseline
tool, it helped them find significantly more desirable floor plans

4[Online]. Available:https://lifull.com
5[Online]. Available:https://www.livable.co.jp
6[Online]. Available:https://suumo.jp
7[Online]. Available:https://www.redfin.com

TABLE V
THE 5-GRADE RATINGS OF ALL FLOOR PLANS SELECTED BY PARTICIPANTS

USING TWO METHODS

(M = 4.03, 95% CI[3.90, 4.17], p = 4.9× 10−34 < 0.001), and
gave them a significantly more enjoyable experience (M= 3.97,
95% CI[3.83, 4.11], p = 1.92× 10−30 < 0.001).

Even though the participants spent a longer average time to
complete a search task using the proposed tool (M = 158.0 s,
median = 131 s, SD = 105.7 s) than the baseline tool (M =
129.0 s, median = 105 s, SD = 97.4 s), the result from the direct
comparison question shows that participants felt that they found
the desired floor plans faster using the proposed tool (M = 3.84,
95% CI[3.67, 4.01], p = 1.1× 10−18 < 0.001). The number of
clicks on buttons per search increased using the proposed tool (M
= 18.3, median = 17, SD = 7.6) compared to the baseline tool
(M= 13.2, median = 12, SD= 5.9). These results show that our
proposed tool required more time and mouse clicks for users due
to additional features that are not included in the baseline tool
(e.g., importance sliders). However, these additional features did
not lead them to believe that the proposed system is harder to use.
Participants felt that the proposed tool made the task significantly
easier (M= 3.76, 95% CI[3.60, 3.93], p=2.5× 10−16 < 0.001)
and more intuitive (M = 3.43, 95% CI[3.25, 3.62], p=7.0×
10−6 < 0.001). The longer search time and additional operations
did not make them feel burdened with tasks, and they preferred
the proposed tool over the baseline one.

In Table V, the 5-grade ratings of all floor plans selected
by participants also indicated that they were significantly more
satisfied with their selections using the proposed tool than
the baseline one (M(proposed) = 4.01, M(baseline) = 3.75,
p=1.67× 10−40 <0.001). To compute the p-value, we used an
independent two-sample one-tailed t-test, and the mean score for
selected floor plans by participants using our proposed tool was
found to be significantly higher than the mean score for selected
floor plans using the baseline tool.

VII. LIMITATIONS

One limitation of our work is that predicted functionality and
comfort scores do not come with explanations. People may have
different opinions and viewpoints on such subjective scores, and
visualizing how the system evaluates floor plan images would
be preferred.

Our proposed method has been applied only to apartment
floor plans in Japan. As can be seen in the figures, the drawing
styles employed in the floor plan images are very diverse; how-
ever, the style employed in other counties may be more distinct.
Therefore, the prediction model will need to be trained for each
country. We expect that our segmentation and functionality and
comfort prediction models can be used as pre-trained models for
fine-tuning, but this is left as a future work.

https://lifull.com
https://www.livable.co.jp
https://suumo.jp
https://www.redfin.com
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VIII. CONCLUSION

We created and analyzed a large-scale dataset based on sub-
jective evaluation of real estate floor plan images using crowd-
sourcing. Our proposed methods for extracting features from
graph structures and images of floor plans proved to be effec-
tive, as we obtained functionality and comfort prediction models
with relatively high accuracy (PCC = 0.701) for very subjective
scores, which is essentially different from conventional image
recognition tasks where the answer is apparent to all the evalu-
ators. This study is the first work to propose a highly accurate
prediction model for dwelling functionality and comfort using
machine learning. We applied the results of the prediction model
to our new apartment search tool using functionality and comfort
as query items, and our user study showed that our tool could
provide a better user experience.
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Additional figures from my recent research: 
(Confidential/Unpublished Materials)

The figure shows the proposed apartment search tool that can query the functionality and comfort using importance sliders 
with adjustable weights in three levels for nine subjective criteria in addition to a common search interface based on user 
selection of the number of bedrooms and a range of areas.

Our user study showed that our proposed tool could provide a better user experience compared to a baseline tool with the 
common search interface without the importance sliders.

Click this link to watch a project video.

https://drive.google.com/file/d/1nsQ-2DLEeAfbd0aT89BReukyxf_ZNbDp/view?usp=drive_link
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Selected by All Age Group
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top 10 floor plans selected by the group

Average scores by all participants for the 
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Solar Radiation Analysis: 1 JAN 2:00 – 31 DEC 24:00 

View Analysis based on 2D Isovist for each unit with a normalized score ranging from 0 to 100 (left), solar radiation 
analysis of a courtyard during heating degree days (right).

Abstract:

Sketch to Build: An Intuitive Design Platform for Sustainable Housing Complexes [Demo Video]
Zhang Z, and Narahara T., Annual Modeling and Simulation Conference (ANNSIM 2022), July 19, 2022. [IEEE Xplore, PDF]
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PCA visualizations of 52 layouts based on their performance scores in nine criteria from radar charts as their features. The color of a marker 
is based on the average score of all criteria from each layout (green being higher and red being lower).
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Figure 1. Spatial distribution of eight categories of user-generated POIs. Figure 3. Heatmaps of eight types of check-in POIs

Satellite Map

Height Map

Visibility (Area)

Visibility (Radial)

Multimodal datasets containing satellite images, building height maps, i , and various metadata are currently used as 
inputs for to forecast real estate prices and popularity of places, including point of interest data.

Urban Analytics with a Student

SPATIAL ANALYTICS OF HOUSING PRICES WITH USER-GENERATED POI DATA, A CASE STUDY IN SHENZHEN 
by Muxin Jia (Ph.D. in Urban Systems, 2020-), Dr. Taro Narahara (Dissertation Adviser)

https://papers.cumincad.org/data/works/att/caadria2023_137.pdf


CHARACTERIZING RESIDENTIAL BUILDING PATTERNS IN HIGH-DENSITY CITIES USING GRAPH CONVOLUTIONAL 
NEURAL NETWORKS   Muxin Jia (Ph.D. in Urban Systems, 2020-), Dr. Taro Narahara (Dissertation Adviser) [CAADRIA2024]

In urban morphology studies, accurately classifying residential building patterns is crucial for informed zoning and urban design guidelines. While machine 
learning, particularly neural networks, has been widely applied to urban form taxonomy, most studies focus on grid-like data from street-view images or satellite 
imagery. Our paper provides a novel framework for graph classification by extracting features of clustering buildings at different scales and training a spectral-
based GCN model on graph-structured data. Furthermore, from the perspective of urban designers, we put forward corresponding design strategies for 
different building patterns through data visualization and scenario analysis. The findings indicate that GCN has a good performance and generalization ability in 
identifying residential building patterns, and this framework can aid urban designers or planners in decision-making for diverse urban environments in Asia. 

Figure 1. Illustration of indices for the clustering buildings at the block scale. Figure 2. Graph representation of a building group based on Delaunay Triangulation. 

Figure 5. Three typical types of residential building layout in China. 

Figure 6. Proposed network architecture using GCN for predicting 3 types of urban conditions . 
Figure 9. Visualization of prediction result of Hong Kong dataset (right). The prediction accuracy of 93.77% 
was achieved using the model trained on Shenzhen data, which has 94.91% accuracy based on its test data.

Characteristics Embedded in Graph Nodes

Urban Analytics with a Ph.D. Student
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A Comparative Study of Data-driven Approaches for the Generation of Floor Plans in Japanese Apartments
Narahara, T., Wang, X., and Yamsaki, T., The Tenth International Workshop on Image Media Quality and its Applications [IMQA 2020].
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Kurashiki Museum of Folkcraft
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Former Ohara's Residence

Kurashiki Ivy Square

Abstract.           
            

               
            
              

            
            

          
           

          
            

   

3CNN 5

Participants’ Paths Landmarks & Viewer Directions

Kurashiki Viewer: Qualitative Evaluations ofArchitectural Spaces Inside Virtual Reality [PDF, Link to a Demo].
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4
Computer as a Tool for Creative Adaptation: 
Biologically Inspired Simulation for 
Architecture and Urban Design

Taro Narahara

4.1 Introduction

In today’s design methodologies in architecture and urban design, we nor-
mally attempt to anticipate all current and future design requirements and 
potential changes for buildings prior to construction and endeavor to resolve 
all issues in a single (relatively static) solution. However, this solution may 
not always be able to respond to ongoing radical population growth and 
environmental changes. Moreover, the physical scale of buildings and the 
complexity involved in building programs have been increasing to unprec-
edented levels. In such conditions, increased use of process-based four-
dimensional design strategies (space + time) can be anticipated.

This four-dimensional design thinking is not only promising for devel-
oping more flexible and adaptable architecture but also for expanding the 
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territory of design to systems issues. This chapter investigates the potential 
of architecture and urban design to produce systems that can grow over time 
and introduces computer-based approaches in architecture with particular 
focus on computational emulation of natural processes in design through 
conceptual models. The main focus is not on providing immediate solution 
methods to resolve any specific professional problems in architecture but 
rather on investigating the emergent characteristics of these simple models’ 
methods that can potentially evolve new design solutions over time and on 
showing how tools employing the methods can be used beyond passive eval-
uation and analysis tools for given architectural instances.

In recent years, many scientists have started to gain the advantages of self-
organizing systems in nature through their computational models in areas 
such as telecommunication networks and robotics. The main advantages of 
such systems are robustness, flexibility, adaptability, concurrency, and dis-
tributedness. With limited space, the author has chosen to write about how 
this specific type of computation can influence architectural design meth-
ods. After a brief overview of computer-based methods in architecture, the 
feasibility and application area of extensible systems in architecture will be 
reviewed, and the chapter speculates as to the possibilities of open frame-
works for design using computational methods through relatively simple yet 
explicit model examples.

4.2  Early Applications of Computation in 
Architecture and Urban Design

Early in the 1970s, one of the pioneers in the field, William Mitchell of MIT, 
foresaw the possibilities and applicability of computers to architectural 
design and set the agenda for computer-aided design (CAD) and its educa-
tion (Mitchell 1977). Around the same time, Nicholas Negroponte founded 
MIT’s Architecture Machine Group, which was later expanded into the MIT 
Media Lab. The group’s original focus was to create an architecture machine 
to help users design buildings without architects (Negroponte 1970). This 
unique approach set the primary motive and foundation for the current 
development in architectural computing, often referred as generative design. 
Negroponte’s group conceived automated architectural plan generator soft-
ware based on parameter-inputs by users.

However, research in the field remained largely theoretical until the 
drastic increase in desktop computational power in the mid-1980s allowed 
for practical application by architects. In the 1970s, it was hard to draw a 
line in a computer; by the 1980s, many architecture firms were starting to 
adopt CAD software (such as AutoCAD) for the documentation of drawings 
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from manual drafting. By the late 1990s in the United States, most of the 
drawings by architects, including construction documents and conceptual 
renderings, had been digitized. Since then, beyond merely being a represen-
tation and visualization tool, computation tools have been actively used for 
the evaluation of given instances in architecture in order to analyze their 
performance. Finite Element Analysis software has been widely used by 
engineers and even architects for structural analysis, and environmental 
analysis software is available for simulation and evaluation of day lighting, 
solar radiation, thermal performance, energy analysis, and so on (Autodesk 
Ecotect Analysis 2012).

More contemporary application areas of computer-based methods are 
building information technology (BIM) and generative design. A BIM is a 
process involving the generation and management of digital representation 
of a facility (Eastman 2008; NBIMSP 2012), and BIM tools provide a com-
prehensive 3-D model that is parametrically adjustable based on attributes 
such as construction cost, time, materials, and product-specific information 
from manufactures, without users having to reconstruct models every time 
a change in design occurs. This type of software is often also referred to as 
Parametric Modeling software among architects. In principle, 2-D construc-
tion drawings such as plans and sections can be instantly acquired by slic-
ing the 3-D model, and the use of the latest crowd computing technologies 
starts to allow data sharing of building information. On the other hand, gen-
erative design has been widely used in the schematic phase of architectural 
design since the 2000s, after scripting capabilities in common CAD software 
matured (AutoLisp 2012; MEL 2012; Rhinoscript 2012). The method generates 
possible design iterations based on a set of rules or an algorithm, normally 
using a computer program, and one of the pioneering works by Stiny and 
Gips (1972) has developed into a Shape Grammar, which is a widely accepted 
approach within this area.

Today, many architects write their own project-based custom code for 
geometrical operations using scripting capabilities. The prime example of 
this new attitude—the architect simultaneously being a designer and tool-
maker—is Frank Gehry, who developed his own technical consulting firm, 
Gehry Technologies (2012), and software, Digital Project (2012), to resolve 
complex issues on geometry and fabrication for his projects such as the 
Guggenheim Museum Bilbao (Shelden 2002). The firm and the tool contrib-
uted to rationalizing advanced geometry and construction issues for proj-
ects by others such as Beijing National Stadium, known as the Bird’s Nest, 
by Herzog & deMeuron. In terms of application in a more social context, 
the Dutch firm MVRDV (1999, 2005) has actively incorporated computer 
programs to solve political and economic issues such as zoning, and their 
unique computational interfaces include a form of digital game with archi-
tects and mayors as its players. In academia, the Centre for Advanced Spatial 
Analysis (CASA) has done extensive research on city planning, policy, and 
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architecture using digital technologies in geography and the built environ-
ment. The Space Syntax group (2012) has developed human-focused tech-
niques for the analysis of spatial configurations using the connectivity of 
urban spaces based on cognitive factors such as visibility (Hillier 1999) and 
has served as consultant for important firms’ projects, most recently the 
London Olympic Legacy design proposal. Lastly, much effort has been made 
to lay a scientific foundation for the field by scholars from various interdisci-
plinary areas, including Gero (2012).

In terms of more conceptual implications, recent theories of form in 
architecture have focused on computational methods of formal exploration 
and expression, and prominent works include Novak’s “Computational 
Compositions” (1988), Mitchell’s Logic of Architecture (1990), Eisenman’s 
“Visions Unfolding” (1992), Frazer’s An Evolutionary Architecture (1995), Lynn’s 
Animate Form (1999), and Kostas Terzidis’s Algorithmic Architecture (2006).

4.3  Complexity, Time, and Adaptation in 
Architecture and Urban Planning

One of the main concerns in architecture today is the increasing quantity 
of information to be processed during design and the level of complexity 
involved in most building projects. As globalization and economic deve-
lopment increase, large-scale urban development has become ever more 
essential. Complex threads of relationships among buildings and urban infra-
structures are intertwined to produce inseparable connections. Dependencies 
among these structures are extremely intense, not only pragmatically but 
also aesthetically. Nearly half a century ago, Alexander (1964) already fore-
saw these conditions and stated the following:

In any case, the culture that once was slow-moving, and allowed ample 
time for adaptation, cannot keep up with it. No sooner is adjustment 
of one kind begun than the culture takes a further turn and forces the 
adjustment in a new direction. No adjustment is ever finished. And the 
essential condition on the process—that it should in fact have time to 
reach its equilibrium—is violated.

Today most buildings and infrastructure designs require dynamic and 
collaborative engagements by multiple professionals, and a conventional 
knowledge-based approach alone may not be able to respond to emerg-
ing building types. For example, housing projects for thousands of people 
have been emerging in urban areas, and demands for planning and design 
of buildings with multiple occupancies and complex programs are becom-
ing a challenge. The social impact of such buildings can completely alter 
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the behavioral dynamics and physical conditions of local environments and 
often leads to redefinitions of transportation systems and infrastructures 
at far greater scales. Moreover, lack of flexibility and adaptability to ever-
changing environments has resulted in the necessity to carry out expensive 
and invasive operations of demolition and reconstruction.

For instance, conventional solutions for multifunctional large-scale com-
plexes, high-rise office towers, and housing complexes are often to design a 
plan resolving all the problems within a single floor and simply stack one 
on top of another (Figure 4.1). This approach may satisfy a number of initial 
requirements on a temporary basis. However, there are always other poten-
tial spatial configurations worthy of investigation. Selecting optimal solu-
tions that can accommodate unpredictable additions and renovations for 
future adaptation has become a difficult task for architects. Our ultimate 
goals for successful design have shifted to seeking solutions for satisfying 
more long-term needs in a flexible manner.

On the other hand, some buildings do not include a comprehensive solution 
from the outset for all the potential scenarios of the future. Instead, some of 
those buildings possess systems that allow them to adapt to future changes 
over time by altering their designs spontaneously based on simultaneous 
feedback from a number of simple entities (or agents) inside the system. 
These feedback systems can be effectively distributed to formulate globally 
satisfactory working solutions as a collective result. These methods do not 
always guarantee the best solution in a deterministic sense; however, they 
may prove effective where there is no deterministic and analytical means 
to derive solutions. As a natural consequence of adapting to radical popula-
tion growth, sometimes these characteristics can be seen in low-cost housing 
developments in less regulated zones with no supervision by profession-
als (Figure 4.2). These developments from human designs do not provide 

(a) (b)

FIGURE 4.1
In these high-rise residential towers in Hong Kong, housing thousands of people, identical 
floors are simply stacked one on top of another (a). Algorithmically optimized 3-D clusters 
with maximized opening areas (b). (From Narahara, T., Self-organizing computation: A frame-
work for generative approaches to architectural design, Doctor of Design dissertation, Harvard 
University Graduate School of Design, Cambridge, MA, 2010.)
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completely positive results, however, characteristics of dynamic adaptations 
seen in these examples suggest ideas for future computational implementa-
tions. This type of design approach is often referred to as bottom-up and is 
found in many natural systems.

As a promising means to respond to the aforementioned complexities 
in recent architecture culture, this chapter explores the active adoption of 
computational methods inspired by biological systems in the next section. 
Several pioneering works are reviewed with particular emphasis on com-
putational emulation of natural processes in design, and the chapter, more 
specifically, investigates advantageous use of computation inspired by self-
organizing systems.

4.4 Computational Emulation of Natural Processes in Design

Self-organization is a characteristic that can be found in systems of many 
natural organisms: flocking of birds, pigmentation of cells in animal skin 
patterns, and collective building behaviors by social animals and insects 
such as termites. These behaviors are often referred to as “emergent” behav-
iors, and emergence refers to “the way complex systems and patterns arise 
out of a multiplicity of relatively simple interactions” (Camazine et al. 2002). 
Original theories of self-organization, developed in the context of phys-
ics and chemistry, are defined as the emergence of macroscopic patterns 
out of processes and interactions defined at the microscopic level (Nicolis 
and Prigogine 1977; Haken 1983). Such systems’ behaviors display many 
characteristics that are similar to the bottom-up approach in some artificial 

(a) (b)

FIGURE 4.2
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Not only in natural systems have we witnessed self-organizing growth 
processes, but also in some artificial systems. Beyond the scale of buildings, 
we have witnessed self-organizing growth processes in many formations of 
cities on large scales over long spans of time. Although results of these pro-
cesses are not always successful in all aspects of design, the processes dis-
play heuristic and almost trial-and-error types of approaches that are robust 
and flexible enough to dynamically adapt to ever-changing environments. 
As the cities deliberately created by designers and planners rarely display 
the level of flexibility seen in these spontaneous city growth patterns, it is 
worth investigating their characteristics. In this area, Batty (2006) and Batty 
and Longley (1994) at CASA have published seminal work on urban growth 
modeling using algorithms such as fractals. Further rigorous computational 
reinterpretation and application of the principles underlying artificial self-
organizing phenomena will possibly enhance and elaborate the advantages 
of these systems to a more practical level.

In recent years, many scientists have started to obtain the advantages 
of self-organizing systems in nature through their computational models 
(Bonabeau et al. 1999). The main advantages of such systems are robustness, 
flexibility, adaptability, concurrency, and multiplicity. In the bio-inspired 
computation field, application of ants’ foraging behaviors to telecommuni-
cation networks (Schoonderwoerd 1996; Di Caro and Dorigo 1997) and con-
trol of multiple robots (swarm robotics; Lipson 2005; Murata 2006) are a few 
examples of applications that use distributed controls to gain more flexibil-
ity and robustness in their systems. Self-organizing computation is a compu-
tational approach that brings out the strengths of the dynamic mechanisms 
of self-organizing systems: structures appear at the global level of a system from 
interactions among its lower-level components. In order to computationally 

(a) (b)

FIGURE 4.3
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implement the mechanisms, the system’s constituent units (subunits) and 
the rules that define their interactions (behaviors) must be described. The 
system expects emergence of global-scale spatial structures from the locally 
defined interactions of its own components. Development of adaptive 
design systems may benefit from active implementations of self-organizing 
logic by gaining its characteristics, such as flexibility, adaptability, and toler-
ance for growth.

In architecture, following and synthesizing natural principles as a basis of 
building design date back to the work of Otto (1985) in Stuttgart, Germany, 
in the 1970s, and much of the effort has been spent on translating princi-
ples found in that decade into our contemporary professional practice that 
requires computational methods for the complete process of design. Most 
recently in this area, Hensel et al. (2010) have reported their theories and 
experiments regarding biomimetics and emergence in architecture.

There were several inspirational projects built by architects in the past, and 
obviously, the development of flexible and adaptable architecture has been a 
perennial theme among practitioners. During the 1960s in Japan, metabolists 
introduced megastructures that could constantly grow and adapt by plug-
ging prefabricated pods onto the infrastructural core. Similar reconfigurable 
systems have been proposed by others including Archigram (Cook 1999). 
However, original visions of metabolic growth and adaptation were rarely 
realized physically, as the sizes and weights of the pods were practically 
very difficult to reconfigure. In the 1990s, construction automation by gen-
eral construction companies in Japan shed light on the concept of self-repro-
duction in architecture: architecture that can produce architecture (Shiokawa 
et al. 2000). However, there was still a clear division between assembler and 
assemble relationships. Mechanical components that could produce build-
ings were far from actual livable architectural spaces. Thus they could only 
repeat, producing an identical or similar building at a time, and no future 
adaptation was available. These precedents indicate the difficulties of design-
ing universal subunits that could tolerate technological, environmental, and 
circumstantial changes associated with structures and the differences in scale 
between artificial and natural systems (Figure 4.4).

Most artificial modular systems’ building configurations are predeter-
mined by designers and tend to require longer periods to actively organize 
themselves into a meaningful form or to require assistance from other assem-
bler systems such as cranes. Reconfigurable swarm robotics systems devised 
by computer scientists are a more advanced concept that affords active 
behaviors to their subunits. In order to fulfill this gap between natural and 
artificial systems, it may be inferred that subunits of artificial systems need 
to gain more active dynamic behaviors while maintaining a fine granular 
size relative to global systems. Recent interests in nano/micro robotics all 
point in a biomimetic engineering direction, and development of such nano 
devices may be one way to assimilate emergence. The graph in Figure 4.5 
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shows the relative size of a subunit over the entire system on the x-axis and 
the lifetime or time for a growth period (in years) on the y-axis. Regardless 
of the sizes of entire systems, the natural systems tend to show smaller ratios 
for the relative size in the x-axis compared to those of many artificial systems, 
especially ones that were deliberately designed by professionals. Termite 
nests are composed of varied debris transported by termites, and their sizes 
are much finer than replaceable pods proposed by metabolists. When we 
get reduction in this relative size of a subunit, systems start to display more 
prominent characteristics of emergent behaviors.

However, recent advances in technologies may allow architects to envi-
sion more actively responsive structures in the near future. For example, new 
construction materials including ultra-high-strength concrete can span far 
greater lengths and expand architectural scope and possibilities. Moreover, 
recent advancements in sensor technologies have opened possibilities for 
buildings to have active adaptable mechanisms, and series of kinetic struc-
tures by Calatrava (2012) and Hoberman Associates (2012) foreshadow artis-
tic integration of sensor technologies, robotics, and architecture. Application 
of robotics in architecture has already become a trend in academia, and 
Gramazio and Kohler at ETH Zurich (2012) and Design Robotics Group at 
Harvard (2012) have actively used industrial robotic arms for their design 
experiments since 2005 (Figure 4.3a).

In line with Alexander’s prediction half a century ago (Alexander 1964) 
about the rapidly changing culture of his day, the author speculates that 

(a) (b)

FIGURE 4.4
(a)

)
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there will be more demands for buildings to be able to adapt to newly 
emerging needs for different qualities and quantities of architectural and 
urban-scale components. Within the limited allowable growth areas in 
dense urban settings, the desire to be able to accommodate new needs will 
increase demand for more adaptable buildings that can avoid future demo-
litions or drastic reconstructions. The hypothesis of this chapter is that the 
computational implementation of self-organizing principles is one poten-
tially valuable strategy to improve the design of systems that are required 
to change over time.

4.5  Emergent Formations: Examples of 
Self-Organizing Computation

The following section presents relatively simple yet explicit examples of self-
organizing computation in order to clarify the preceding more conceptual 
and abstract discussions about design and self-organization. The main focus 
is not on providing immediate solution methods to resolve any specific pro-
fessional problems in architecture, but rather on investigating the emergent 
characteristics of these simple models’ methods that can potentially evolve 
new design solutions over time, and on showing how tools employing the 
methods can be used beyond passive evaluation and analysis tools for given 
architectural instances.

Lane formation is a fascinating emergent phenomenon we can observe 
from simple agent-based pedestrian simulation (Figure 4.6). In crowds of 
oppositely walking pedestrians, the gradual formation of varying lanes of 
pedestrians moving in the same directions are observed. This is an empiri-
cally observed collective phenomenon and has been recorded in many 
real-life locations such as crowded pedestrian streets crossing in the city of 
Tokyo (Katoh et al. 1980). The emergence of this spatiotemporal pattern is 
a result of nonlinear interactions among pedestrians, and groups of pedes-
trians can find efficient walking formations solely from locally embedded 
individual behaviors without imposing any global geometry. Each pedes-
trian’s embedded behavior is simply avoiding others, blocking his or her 
way in local neighborhood conditions, yet the global collective behavior 
that emerges from interactions of simple behaviors shows self-organized 
characteristics of a crowd.

Pedestrian agents as in Figure 4.7 are further developed (Narahara 2007), 
displaying more cognitive behaviors in reaction to spatial characteristics 
such as transparent surface, opaque surface, and furniture, in a system called 
the Space Re-Actor (Figure 4.7). Each agent is assigned a psychological pro-
file with a different degree of sociability and reacts to proximity and visibil-
ity of others in the same space. Behaviors of agents are stochastically applied 
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(a)

t = 0.1 t = 0.2 t = 0.5 t = 2.4

(b)

FIGURE 4.6
Pedestrian simulation by the author and emergence of lanes (a). Circle packing using a bubble 
mesh method (simulation by the author) (b).

FIGURE 4.7
The Space Re-Actor: Simulation and visualization of human behavior. (From Narahara, T., The 
space re-actor: Walking a synthetic man through architectural space, MS thesis, Massachusetts 
Institute of Technology, Cambridge, MA, 2007.)
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based on statistical information about human behaviors under certain cir-
cumstances, which implies that every run of the simulation can be slightly 
different, and normally, analyses based on stochastic simulations require 
multiple trials to verify their results. Though this model does not directly 
create new design, its real-time editing feature for spatial plans allows users 
to select spatial configurations with desired pedestrian flows and behaviors.

Another example of self-organizing computation using local interactions 
by agents is close packing of circles within a circle. Circle packing is one 
typical case where simulation using dynamics excels the performance of any 
analytical means, and it can be implemented by relatively straightforward 
code. Simple, locally implemented physical motions of bubbles—pushing 
and squeezing against each other—can eventually lead a group of bubbles to 
form a globally cohesive packing layout.

A physical implementation of previous examples in a more architectural 
context is the following robotic device with locally embedded sensors and 
microcontrollers (Figure 4.8). Unlike pluggable pods by metabolists being 
inert objects, subunits here are scaled architectural components that can 
reconfigure themselves into globally functional configurations based on 
feedback from locally distributed intelligence. Bottom-up control strategies 
allow the device to optimize its orientation with respect to a light source, 
independent of how and where the unit is placed using a multidimensional 
optimization algorithm. The project aims to demonstrate a design system 
that can respond to a dynamically changing environment over time without 
imposing a static blueprint of the structure in a top-down manner from the 
outset of design processes (Narahara 2010b).

In architecture, difficulties of developing computational design systems 
include the multiple objectives typical of an architectural problem and the 
considerable size of the search space that contains possible formal and pro-
grammatic architectural solutions. In the case of adaptive growth models, 
objectives are also ever-changing dynamic properties of the models, and the 
computational design systems of such models are expected to possess cer-
tain solution-seeking behaviors that can maneuver through the vast dynamic 
“solution-scape.”

The earlier examples have yet to yield reliable tools for practice, though 
they display generative characteristics. It is worth noting that all the pre-
ceding methods rely on a heuristic. A heuristic method is a solving of a 
problem by iterative processes of trial and error and is intended to find 
optimal solutions rather than to find a single deterministic solution. As can 
be seen in the last project, calculations of dynamic reconfigurations can be 
fairly extensive if you search all one by one (i.e., brute-force search). This 
fact implies that the deterministic analytical means are less adequate where 
we need concurrent solutions for dynamically changing conditions, and 
we may need to rely on heuristic search as the complexity of the project 
increases.
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4.6 Program for Simulating the Origins of Urban Form

In this section, the chapter further explores a generative aspect of agent-
based models on an urban scale and proposes a computational method that 
simulates growth processes of settlement patterns.

There is an earlier work that introduced methods to produce spatial pat-
terns using the behavior of spatial agents. Helbing et al. (2001) have done 
computational simulations using their “active walker model” and simu-
lated trail formations observed within a human trail system. Their agents 
use a marking behavior that leaves modifications of the ground that make 

FIGURE 4.8
Robot tries to find better configurations to receive more light exposure on its four pan-
els using Nelder–Mead multidimensional optimization. (From Narahara, T., Int. J. Archit. 
Comput., 8, 1, 29, 2010.)
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it more comfortable to walk on. This implementation is similar to formation 
of trail systems by certain ant species using chemotaxis, and an algorith-
mic implementation of chemotaxis was also introduced by Dorigo (1992). In 
architectural research, Schaur (1991) investigated empirical precedents of a 
human trail system, and these precedents indicate that many computational 
simulation results are able to obtain characteristics of pattern formations in a 
human trail system.

The system proposed in the following text is a computer program writ-
ten in C# and is applicable to any terrain found in Google Earth by export-
ing geographical data. The system’s three primary components are terrain, 
agents, and buildings. The system assumes that the development starts from 
unoccupied empty terrain, and behaviors of wandering settlers are simu-
lated by the computational agents. The terrain surface is subdivided into a 
grid of triangulated patches that can store dynamic local information about 
traffic intensity of agents (settlers) and local acuteness of a terrain (slope). 
The buildings and streets (trails) will be gradually generated by the agents 
as a part of their behaviors. The primary behavioral characteristics of agents 
include physical mobility such as hill-climbing ability, their attraction toward 
environmental conditions, their selection of paths based on local traffic den-
sity, and presence or absence of global destinations.

These primary factors that govern the heading direction vectors of agents 
are named as attraction to gentle slope, attraction to traffic intensity, and 
attraction to destinations. The earlier three attractions can coexist simul-
taneously in many real-life scenarios. A normalized sum of three vectors 
weighted by three factors, slope-factor (s-factor), traffic-intensity-factor 
(t-factor), and destination-factor (d-factor), produces the heading vector of an 
agent. By manipulating the proportions of these three weights, the behav-
ior of agents can be directed. These values are also dynamically changeable 
parameters based on changing environmental potentials.

Vagent = s * Vslope + t * Vtraffic + d * Vdest

(s + t + d = 1.0; 0 ≤ s, t, d ≤ 1.0)

The system advances every finite step of time. The value for attraction—
intensity of traffic—is directly related to the visibility of the trails. Traces of 
trails by agents are perceptible by others in the region at adjacent patches and 
attract them. Trails that are frequently used by agents become attractors for 
agents in their neighborhoods. Consequently, the frequency of these trails’ 
usage is amplified. In contrast less used trails will eventually fade away, and 
this is implemented by applying a reduction rate to the traffic intensity value 
of all subdivision surface areas every step of a simulation. The positive and 
negative feedback work as a pair to produce organic gradual transformations 
of street patterns such as branching, bundling, and emergence of hierarchy 
among them (Figure 4.9).
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FIGURE 4.9
Agents on a wire-framed terrain with color-coded traffic frequencies (a). Agent’s cone of vision and chemical value checking mechanism (b).
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As a preliminary scenario with fixed behaviors of agents throughout the 
run of simulations, the results are categorized in roughly three emergent 
patterns, direct paths, minimal ways, and detours, and other in-between pat-
terns. The high value for slope-factor induces agents to find a comfort-
able walking path. By avoiding climbing or descending a steep hill, agents 
produce detours. In this simulation, the given terrain has two steep hill-
tops at the south and north, and detours around these hilltops are rec-
ognized from the results. The high value for destination-factor induces 
agents to find the shortest path to form a direct path system. The high value 
for traffic-intensity-factor stimulates agents to minimize overall length of 
circulation. When agents have more frequent trips between destinations, 
shorter overall length of the system is beneficial because of its lower con-
struction costs of roads: minimal ways. These three factors can be applied in 
various different proportions to find compromise solutions among three 
different motivations (Figure 4.10).

One of the biggest merits of the system is that purely microscopic behav-
iors can produce a global configuration without requiring any macroscopic 
information to be input into the system. When numbers of cities are small, 
resulting configurations are rather predictable. However, deriving a street 
configuration from a large number of cities at arbitrary locations on irregular 

Direct path
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FIGURE 4.10
Eight cities on uneven terrain: results with various values for s, t, and d factors.
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terrain geometry is a challenge. Multiagent simulation is not necessarily 
the fastest method of derivation, but it is a reasonably robust method for 
deriving street configuration as it requires only microscopic behaviors as 
input information.

4.7 Growth Simulation

The system can change behaviors of subunits over time based on stimuli 
from the changing environment. In the following section, shifts in behav-
iors of agents stimulated by environmental changes are considered. Once 
the activity level of an entire environment reaches a certain maturity, agents 
start to rely on information that already exists in environments. Agents start 
to follow higher traffic frequency areas instead of trails that no one has been 
taking (i.e., t-value increases). The earlier behaviors were implemented by 
setting a threshold value to shift behaviors of agents. As the number of ter-
rain patches that possess traffic intensity value exceeds the threshold, agents 
start to check the traffic frequency around them to make decisions about 
their heading directions (Figure 4.11).

After the emergence of street networks, some of the intersections of sev-
eral arteries become population concentration areas, and these areas have 
the potential to grow into cities. The algorithm finds peak areas of traf-
fic intensity value above a certain threshold value and finds places where 
these peaks are forming clusters. Traffic-intensive patches that are within 
a certain distance from each other are read as one island. If these islands 
are larger than a certain minimum size, they are considered as city areas. 
After sufficient careful trials, numbers that produce results that represent 
a natural scale of development relative to the scale of terrain are empiri-
cally adopted. Once cities are registered by the system, all agents will travel 
around these cities.

Emergence of buildings is dependent on environmental potentials that are 
mainly frequencies of traffic and topographical conditions of a terrain. The 
frequencies of traffic at each patch of the terrain are considered as an indica-
tion of population density. When this value is higher than a certain thresh-
old value, the site becomes a potential location for buildings under a certain 
probability. The sizes and heights of the buildings are defined by a negative 
exponential function of traffic intensity value to reflect upper-bound heights 
found in existing settlements.

Slopes of the site are another criterion for building sites. If the maximum 
slope of the site is above a certain degree, it is quite likely that no settler is 
willing to build any structures at such a steep slope. This maximum value 
can be dependent on regional tectonic cultures, available materials and tech-
nologies, and climatic conditions. Buildings are modeled to have an ability to 
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s = 0.58, t = 0.00, d = 0.42

(A) (B) (C) (D) (E)

s = 0.46, t = 0.27, d = 0.27 s = 0.27, t = 0.42, d = 0.35 s = 0.10, t = 0.75, d = 0.15s = 0.00, t = 0.00, d = 1.00

FIGURE 4.11
Results of emerging patterns on a terrain with eight predefined stationary destination points and two hills with various values for s, t, and d factors.
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align themselves to the heading directions of agents and shift locations 
to avoid direct collisions. Buildings also calculate the average 

rotation angle of others within a certain distance away and attempt to align 
them to the average angle. This is a self-organizing behavior often seen 
among a flock of birds. Synchronization among the rotation angles of 
buildings is eventually expected to produce natural arrays of buildings.

Once the overall environmental potential grows above the aforementioned 
minima, cities will have emerged. At this stage, settlers are no longer ran-
domly wandering migrants seeking temporary shelter. Instead, they act as 
heterogeneous self-driven agents based on clear objectives of their own and 
travel through these newly emerging cities. Spatiotemporal developments 
of the site are organized by the behaviors of settlers. However, the environ-
mental changes induced by the settlers also simultaneously influence their 
behaviors.

4.8 Results of Simulation of an Existing Site

The site was employed due to its unique correlations between its 
landform and urban settlements. The original environment of the system is 
completely vacant: unoccupied. The early phase of the experiments has 
captured pat-terns seen in some existing settlements (Figure 4.12, top). The 
formal results of the simulation are induced by a repertoire of a few 
behaviors imple-mented in agents, and some of the behaviors 
spontaneously emerged from the growth of a system itself. This inductive 
characteristic of the system implies that some tendencies found in human 
design activities are, to some extent, captured or approximated by a few 
repertoires of major behaviors by agents.

Figure 4.12 (bottom) shows the hypothetical results where incoming 
population and traffic intensities of the site area continue to increase. The 
current site, the San Miniato area, has a moderately settled, relatively rural 
condition, yet some of the results from later phases show developments 
close to the typical density of metropolitan-class cities. Various parameters 
that govern the local behaviors of agents changed the later patterns of the 
developments of the cities. Schemes from five different parameter settings 
display various extreme urbanistic future scenarios for San Miniato in a 
speculative domain. One can decide which schemes to select by finding 
which schemes induce global behavioral patterns to emerge that one pre-
fers agents to enact.

Of course, configurations based on decisions by groups of humans are 
often results of complex negotiations and superimpositions of multiple
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The early phase of the experiments

City growth phase with parameter scheme A

(A) (C)

(E)

(B) (D)

(Note: Only the primary parameters are listed)

E:  s = 0.00, t = 0.45, d= 0.55

Parameter values

A:  s = 0.48, t = 0.04, d = 0.48 C:  s = 0.44, t = 0.28, d = 0.28 
B:  s = 0.18, t = 0.50, d = 0.32 D:  s = 1.00, t = 0.00, d = 0.00

FIGURE 4.12
City growth phase with scheme A: gradual growth of paths and buildings (top). City growth phase 
with five different parameter settings (bottom).
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easily be reduced to a simple set of parameters. The system has yet to be 
equipped with social, political, and economic considerations. 

In this system, the behaviors of agents are updated accordingly as new 
paths and buildings are generated. This coevolutionary process between 
agents and environments is known to exist in many self-organizing sys-
tems. One obvious advantage is its ability to represent and generate growth 
processes over time. This means that the approach can design a system 
in transition, and it is a necessary feature for simulating decentralized 
dynamics of settlements.

Environmental growth of the system and behavioral changes of agents 
lead the entire system to gradually adapt itself to emerging states of the 
system, such as “building allocations that can maintain functional traffic 
patterns” or “developing shortest path patterns for agents to travel around 
cities.” These objectives are ex post interpretations of the results and are 
not provided directly as globally defined initial requirements or goals for 
the system. During the course of the system’s run, these changes toward 
satisfaction of certain objectives emerge as a result of the system’s ability 
to adjust its response to stimuli according to the state of the environment, 
solely from locally defined individual behaviors of agents. This character-
istic of the system leads us to speculate regarding the possibility of cre-
ating a growth system that can discover new unknown objectives (in a 
sense, the emergence of new architectural programs) by further develop-
ing this computational approach, and such a system would be potentially 
applicable to planning and strategic development of architectural projects 
in earlier stages.

Finally, one of the unique characteristics of self-organizing computation 
is its nonreliance on any external knowledge. Unlike some existing city genera-
tion software, the system does not impose specific design templates such as 
grid, radial, or branching patterns. Reliance on a preexisting template may 
preclude the possibility of discovering what original inputs naturally turn 
into. With a few primary inputs related to the site’s geographical informa-
tion as initial conditions, the system can spontaneously produce all design 
components using self-organizing computation.

In this manner, the inherent characteristics of the resulting configurations 
are traceable back to several parameter values that govern the behavior of 
the system, and certain sets of parameters that lead to characteristics similar 
to existing urban phenomena can be studied. The goal of the experiment is 
to derive forms from behaviors instead of supplying a formal knowledge of 
design patterns at the outset.
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4.9 Conclusion

Computational design application tools in architecture are on the brink of 
transition from being mere analytical tools to becoming more creative tools 
that can induce emergence of new solutions, or at least serve as “coevolvers” 
of design solutions for humans. This transition in the role of computational 
tools will have a big impact on our design communities and will pose a ques-
tion about what the actual roles of human design experts in the field are. 
Further, the rise of collective design interface platforms may change our cur-
rent value systems in architecture and design. This chapter has investigated 
computational strategies that could advance this transition and proposed 
generative approaches through conceptual experiments. An obvious next 
step is to find real-life scenarios to which these approaches are applicable 
and develop feasible systems that go beyond conceptual desktop experi-
ments to become practical off-the-shelf solutions.
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In this study, we propose a new framework for hands-on 
educational modules to introduce ideas in AI and robotics 

package for beginners of 

are found everywhere, from K-12 summer camps to adult 
continuing education. However, most of them are limited to 
learning basic skills on sensor-actuator interactions due to their 
limited time and can rarely introduce what recent exciting AI can 
do, such as image recognition. As a case study to demonstrate the 
idea of the framework, an educational module to create a toy car 
with a camera controlled by Raspberry Pi is introduced. Our 
approach uses both physical and digital environments. 
Participants experience running their toy cars on a physical track 
using a convolutional neural network (CNN) trained based on 

idea can 
be extensible as a framework to many other examples of robotics 
projects and can make ideas of AI and robotics more accessible to 
everyone. A proposed AI model is trained to assimilate the 
participant’s game-play style in a VR environment which will be 
later re-enacted by the physical robot assembled by participants.

’s ability 
to personalize things and hope to stimulate participants’ curiosity 
and motivation to learn. 

•
K-

Physical computing, K-12, Adult Education, Machine Learning, 
AI, Robotics Education

Taro Narahara and Yoshihiro Kobayashi. 2018. Personalizing Homemade 
Bots with Plug & Play AI for STEAM Education. In Proceedings of ACM 
In SIGGRAPH Asia 2018 Technical Briefs, 2018, Tokyo, Japan. ACM, New 
York, NY, USA, 4 pages. 

1 
Today, courses on introductory robotics are found everywhere, 
from K-12 summer camps to adult continuing education. 
However, most of them are limited to learning basic skills on 
sensor-actuator interactions due to their limited time and can 
rarely introduce how recent exciting AI can be applied to their 
handmade robots. There are also courses on AI and programming 
but mostly focused only on coding without robotics. Authors have 
taught similar courses for K-12 to college students in various 
majors including design [Narahara 2015] and have experienced 
this challenge to introduce both robotics and AI in a short term. 
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The advantages including speed and safety of training robot 
control systems in simulation and transferring them to physical 
robots have been identified and practiced by engineers and 
developers, for example, the Isaac SDK by NVIDIA corporation 
[2018] for developers. There are some existing works such as ML-
Agents for Unity3D [Unity Technologies 2018] that reveal the 
power of AI through gaming without overwhelming users with 
lengthy codes. However, there are not many effective teaching 
tools to connect instruction on electronics and fabrication for 
robotics and programming for AI.  

In this on-going study, we propose a new framework for 
hands-on educational modules to introduce ideas in AI and 
robotics casually, quickly, and effectively in one package for 
beginners of all ages in STEAM (Science, Technology, 
Engineering, Art, and Mathematics) fields. As a case study to 
demonstrate our idea of the framework, we tested an educational 
module to create a toy car with a camera controlled by Raspberry 
Pi with a small number of adults at this stage as a preparation for 
more formal classroom settings.

The following sections describe our pipeline for the proposed 
module. In the first half of the module, participants assemble a 
physical robotic prototype, a model of a toy car in this case. This 
part is similar to a typical existing workshop using 
microcontrollers, sensors, and actuators for beginning learners to 
acquire a basic knowledge and skills in programming and 
electronics through hands-on physical computing exercises.

-

.1
A single-board computer, Raspberry Pi was selected to be used for 
this project due to its ease of use, availability of online resources, 
and its higher processing speed and memory size compared to 
other microcontrollers such as an Arduino Uno (we tested with Pi 
3 Model B+ and Pi Zero W) [Raspberry Pi 2018]. A Raspberry Pi 
uses a Python programming language which has many useful 
libraries including TensorFlow, an open source machine learning 
framework [Google LLC]. Nowadays, TensorFlow is widely used 
for AI applications including generation of deep neural networks, 
and, in principle, it is possible to plug and play (run and test) 

networks pre-trained in other higher-performing computer 
environments on a Raspberry Pi within the capacity that it can 
handle. We pre-loaded Raspberry Pi with TensorFlow for this 
project in order to extend the potential to introduce more AI 
aspects into robotics workshops for STEAM fields.

Figure -

For a base design of a toy car, we used a chassis and gearbox 
for a DC motor from a commercially available 1/32-scale plastic 
car model by Tamiya, Inc. [2018]. The rotation speed of the rear 
wheels is controlled by an H-bridge driver with output voltage 
control, Toshiba TA7291P. The front wheels were modified with 
a custom-made 3-D printed steering mechanism by the authors, 
and its angle can be changed by an attached small 9g servo motor. 
A Python code on a Raspberry Pi controls speed and steering 
angle of the car by sending out appropriate signals from its GPIO 
(general-purpose input/output) pins to the motors. The Raspberry 
Pi Camera Module v2, which supports up to 3240x2464 pixels for 
static images and a 1080p30 video mode, is attached to the toy car 
for later uses for visual processing with a network on TensorFlow. 
The whole circuit was made on a solderless breadboard so that 
anyone can quickly complete it through learning, testing, and 
modifying simple template codes. We also provided a code with a 
mouse-based graphic user interface to control speed and steering 
angle of the car for fun at this warm-up phase. 

After completing the part to produce a physical prototype, our 
approach has three steps, 1) Playing and testing in the VR 
environment, 2) Training an AI model based on a dataset acquired 
from the virtual testing, and 3) Running a toy car using a trained 
AI model on a physical track.

In the first step, participants have fun driving 3-D representations 
of their toy cars (which was physically assembled previously) in 
the virtual reality (VR) environment using the off-the-shelf 
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software, UC-win/Road by Forum8 Co., Ltd. [2018]. UC-win/Road 
has many easy-to-use user-friendly features to generate 3-D roads 
with cars and traffic for professional driving simulations. These 
features allow us to quickly create a custom driving track with 
waypoints marked and make this experience especially fun for K-
12 students. Simply pressing three keys – throttle, left, and right 
for steering angle – can drive a car. Once a track is created, 
participants are asked to drive for a few minutes. The system built 
using its SDK saves three 128x128-pixel images from three virtual 
cameras facing front, left, and right of the car along with values 
for throttle and steering angle based on user’s keystrokes and 
velocity of the car at each frame and recodes 4000 frames (about 
2 minutes) in a CVS file format for the next training step. (Figure 
4) (A custom plugin to capture the driving scene as a list of JPG
images has been developed using its SDK as its built-in recording
function was limited to exporting a movie file.)

Figure 4
 

  
The next step is to train a convolutional neural network (CNN) 
using the driving dataset acquired from the previous step. The 
CNN introduced by NVIDIA corporation [2016], which has been 
proven to work well in driving applications, is widely used as a 
base model for several open source projects and tutorials [Ravel 
2018; Shibata 2018; Udacity 2017]. Our code and network model is 
based on such a project, “Self-Driving Car,” offered at Udacity 
[2017]. Tracked records of how a participant controlled the virtual 
car under which visual condition of the road captured by a virtual 
camera – which replicates the physical camera on a Raspberry Pi 
– are used for the training of the CNN. The input data is a set of
three 128x128-pixel images, and the output data is a set of
steering, throttle, and speed. The training of the network involves
10 epochs with 20,000 updates in each epoch to minimize the error 
in the output, and we select the resulting network with least error
rate. It takes approximately 20 minutes for each epoch using a
conventional Windows 10 computer with an Intel i7 CPU and
NVIDIA GTX1070 GPU. We normally obtained the best result at
the 8th or 9th epoch and an increased error rate afterward due to
the overfitting. The code outputs the data of the newly weighted
network in the HDF5 binary data format which will be later used
for test driving in both virtual and physical environments. For
further details of the network, please refer to the reference
[Udacity 2017].

First, after the training, we tested the trained network in the 
VR environment to see how it can drive a virtual car. The driving 

software sends an image from three cameras on the car in real 
time through TCP/IP socket to the AI server developed on Python. 
Then, the server returns the expected output values for throttle 
and steering based on the received input image back to the VR 
software. They work in tandem to control the vehicle using the 
driving instruction obtained from the trained network. The 
communication time between the VR environment and the AI 
server can be established in approximately 0.033 second per frame 
which is sufficient for our project.  

4 
 

The final step is to make a physical toy car run using the trained 
network. Participants transfer the HDF5 file containing the 
acquired trained network to the Raspberry Pi’s memory on the 
robotic prototype for testing in the physical environment. The 
physical toy car is controlled by the network – which was trained 
to use the way the participant drove the virtual car – and was 
tested on a miniature track that carefully replicates the visual 
appearance of the virtual environment, yet different in terms of 
the course configuration. We plotted a physical miniature track 
with textures of the roads and background from the VR scene in a 
batch of eight 24”x48” sheets and laid them on the floor connected 
for the test run. A code in the Raspberry Pi adjusts the output 
values of the network for throttle and steering in the VR to the 
corresponding physical scale for the rotation angle of the servo 
motor and voltage output for the DC motor. The network outputs 
the steering angle in the range between -1 and 1, which is mapped 
to the rotation range of the servo motor between 75 and 105 
degrees. The speed of the toy car is simply dictated by the rotation 
speed of the DC motor. At this stage, the calibration and mappings 
between the virtual actuator values from the network and the 
physical ones have been done based on trial and error, and further 
improvements are expected. We managed to run the car, staying 
on the track, using the networks trained based on good driving 
results in VR. In contrast, networks using bad driving results in 
VR occasionally went off the track.  

Figure 5
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Figure 6  
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As there is still a discrepancy in the relative scale of a car and a 
track in the virtual and physical environments, further 
adjustments for the toy-car control UI is required to improve the 
performance. As the toy car has only one camera, we decomposed 
the single image into three 128x128 pixel images and fed them as 
inputs for the network since the camera can capture images with 
a sufficiently high resolution. For future work, we consider using 
a fish-eye camera to capture a wider area or three cameras to 
match the input images more accurately to those in VR. 

  
In this ongoing project, we tested our proposed framework for an 
educational module that can introduce AI and robotics together in 
one package in a short period of time through the example of AI 
driving with a toy car. The tested idea can be extensible as a 
framework to many other examples of robotics projects, such as 
controlling a soccer-playing robot, and can make ideas of AI and 
robotics more accessible to everyone. The current state of the art 
for single-board computers still has a practical limitation for a size 
of networks to run in real time, and further advancement will help 
us introduce more complex application examples. In terms of the 
driving model, for future work, we can compare the reactions of 
our AI models to those trained by professional drivers and could 
develop a coaching system. The physical miniature course needs 
to be made visually closer to VR scenes to minimize the gap for a 
more accurate performance of the network. Our AI model is 
trained to assimilate the participant’s game-play style, which will 
be later re-enacted by the physical robot assembled by the 
participant. Through this approach, we intend to demonstrate the 
AI’s ability to personalize things and hope to stimulate 
participants’ curiosity and motivation to learn.  
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Professional Experience in 
Architecture 1997 – present
Licensed and Registered Architect in NY state and 
Japan

Selected Professional Works in the following pages

Gluckman Mayner Architects. New York, NY 2000-2005

Mori Art Center. Tokyo, Japan 2000-2003
Role: Project Architect under design principals and a project manager from schematic design through 
to the opening of the museum for the design of Entry Structure (Cable-net-shell structure pavilion), 
30,000sqf. Exhibition spaces, and coordination between Japanese local architects and 
general construction companies (Mori Building Co. Irie-Miyake Architects, JV: Kajima & Obayasi)

MoMA Store. New York 2004
Role: One of the three project architects for interior design of the 5,700 total square-feet store and the 
fixture designs from schematic design to construction document phase.

Hotel Puerta de America. Madrid, Spain 2003-2004
Role: Project Architect for Interior design of hotel rooms, suites and common spaces in 14-storey- 
building in Madrid from schematic design to construction document phase under design principals 
and a project manager.

Museo Picasso Malaga, Madrid, Spain 2004
Role: Project Team member. Schematic Design and Design Development phases. Worked on a 
publication of a monograph of the project with 2X4 Inc. (Construction Documents were produced by 
local architects in Spain with GMA.)

Philadelphia Museum of Art Annex. Pennsylvania 2004
Role: Project Team. Construction Document phase.

Vassar College – Kenyon Hall Renovation. Poughkeepsie, NY 
2002 Role: Project Team. Construction Document phase.

Skidmore Owings and Merrill LLP. New York, NY 1997-2000

Kuwait Police Academy, Kuwait (Principal: Roger Duffy) 1997-2000
Role: Design Team member for Master plan, schematic design, and design development phases 
for total 4.5 million square feet campus design.
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MORI ART CENTER, TOKYO 
GLUCKMAN MAYNER ARCHITECTS
2000-2003

General Data:
The Museum, comprised of 100,000 total square-feet, will occupy the top 
two floors of a fifty-three-story office tower designed by Kohn Pederson 
Fox. The museum will encompass 35,000 square-feet of exhibition space, 
an observation gallery with panoramic views of Tokyo, a museum shop, 
restaurant café, administrative offices and art handling spaces. A 
separate structure at the base of the tower will provide a distinct and 
iconic entrance to the Museum.
A 100-foot-high entry pavilion has a unique structural system of cable-net-
shell with enclosure of 60-foot-tall singled-glass cone. The pavilion takes 
visitors from the vehicular drop-off and shopping plaza levels at the base 
of the complex, up 3 to 5 floors to a seventy-foot-long bridge that leads 
into Mori office tower. Once inside the office building, visitors can get 
information about the museum at the lower lobby, then catch express 
elevators to the 52nd floor, where the museum proper begins.

Contribution:
Project Architect from schematic design through to opening of the 
Museum. The work included design of Entry Structure (Cable-Net-Shell 
structure entry pavilion), Exhibition space, Observation gallery, Atrium 
space between 49th and 53rd floor and coordination between Japanese 
local architects & general construction companies (Mori Building Co. Irie 
Miyake Architects, JV:Kajima & Obayasi)
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Spain, Madrid  2005 

Gluckman Mayner was invited to design twenty-
eight standard rooms and two suites in this 
concept hotel , which features twelve floors, 

each by a different designer. The initial 
architectural concept derived from the capsule 
hotel notion of a "box within a box." This 
concept is used to organize the approach to the 
different kind s of activities that take place 
within the small space of the hotel room. Each 
room feature s "rich" materials -- such as 

luxurious fabrics in metallic tones -- juxtaposed 
with "poor" materials such as cement board. In 
addition, natural substances like mica-flecked 
cement, felted-wool, and Spanish granite are 
used alongside artificial ones like acrylic and 
recycled plastic. 

My Role: Project Architect for the interior 
design of hotel rooms, suites, and common 
spaces in 14-storey building in Madrid from 
schematic design to construction document 
phase.    
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MoMA Design and Book Stores 
New York, NY 2004 (closed) 

The retail spaces for the new Museum of Modern Art consist of two main areas: 
the 6,400-square-foot Design and Book Store on 53rd Street and the 1,600-
square-foot bookstore on the second floor of the museum. In addition, an open 
retail area was created on the sixth floor adjacent to the temporary exhibition 
galleries. Working closely with the museum staff and retail specialists, 
Gluckman Mayner Architects designed each of the separate stores with a 
distinctive palette of materials while demonstrating extraordinary attention to 
the functional requirements of storage and display.       

Office: Gluckman Mayner Architects 
My Role: One of the project architects in the design team for the interior design 
of a total 5,700 ft2 store area and display fixtures from the schematic design to 
construction document phase.
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Presenting Architectural Research in VR

Taro Narahara
narahara@njit.edu

New Jersey Institute of Technology

Newark, New Jersey, USA

Figure 1: Carbon Tower by Janine Lojko & Mary Riccio. Incorporating direct air capture (DAC) units in the multipurpose

skyscraper, as well as including a concrete and carbon facility, this design can clean the air of carbon dioxidewhile distributing

carbon-cured concrete and stored carbon to the surrounding construction and businesses. A VRmodel for presentation (right).

ABSTRACT

In recent years, new standards for sustainable development and

innovations in technologies require us to rethink the forms and

functions of architecture that meet emerging needs for future cities.

Anticipated developments in digital communication, autonomous

vehicles, smart cities, and new energy harvesting technologies are

expected to change our lifestyles, leading us to reconsider how we

design and organize spatial conditions in our built environment.

Such changes will challenge the roles of designers and how they

represent and promote their design solutions using new media,

including virtual reality (VR) and digital design technologies.

In this submission, I present a design assignment that challenges

students to create speculative building designs by applying antic-

ipated technologies that can make our built environment more

sustainable. The process in this assignment can be applied to other

design fields, including product design and urban design. Many

design disciplines can benefit by exploring educational approaches

that help integrate new emerging technologies for sustainable prod-

uct developments and incorporating new digital means for repre-

sentations for such visions.

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
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SIGGRAPH ’22 Educator’s Forum , August 07-11, 2022, Vancouver, BC, Canada
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1 INTRODUCTION

In this submission for the Engaging Education Techniques and As-

signments session, I introduce a design assignment that challenges

students to create speculative building designs by applying antici-

pated technologies to make our built environment more sustainable.

The assignment is project-based and requires creative thinking and

multidisciplinary problem solving for speculative scenarios through

the interplay of technology and design thinking. The project can

be assigned individually or to student groups. The steps for the pro-

cess of this assignment are summarized as follows. 1). Students are

provided with existing site locations, programs for buildings, and

any constraints for construction and regulatory codes. 2). Students

find existing environmental problems for the proposed site for their

building design. 3). Students research both existing and anticipated

technology that can resolve the problems. 4). Students integrate

the new technology into their architectural solutions creatively. 5).

Students explore virtual reality environments to represent their

visions to guest experts for assessment and discussion.

 

https://drive.google.com/file/d/1IIw48FFrlXzQPhS9Vc5HD-VXufh1uk61/view?usp=share_link
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Figure 2: Mycelium Factory by Reyne Bennett (student). Studies by NASA shows applications of fungal mycelium to building

constructions using its excellentmechanical properties. The project serves as ametabolic tower designed to vertically cultivate

mushrooms for food and research, while facilitating a symbiotic relationship between fungi, bacteria, plants, and humans.

Table 1: Metadata in tabular format

Summary Students target problems in future living, e.g.,

pollution, and create design solutions by apply-

ing anticipated technologies for sustainability.

Learning Students learn and practice creative problem

outcomes solving discover non-traditional design genera-

tion and presentation methods.

Classification Architecture, VR, technological convergence.

Audience Undergraduate students at all levels. Goals can

be adjusted based on experience and skills.

Dependencies Varied based on the selected project.

Prerequisites None. Non-sequential assignment.

Strengths Scalable in scope and complexity to some

other design disciplines. Students learn a non-

traditional presentation format including VR.

Opportunity to present to experts. Can be as-

signed individually or to student groups.

Weaknesses Require students to develop their own goals

and requirements in contrast to conventional

design exercises based only on goals prepared

by instructors, which could be challenging.

Variants Unlimited design options and approaches.

Assessment Rubric can be designed around quality and effec-

tiveness metrics. Open discussions with invited

experts from industry and academia on presen-

tations using creative communication media.

2 METHODOLOGY

The assignment is designed to motivate creative thinking by chal-

lenging students to work within the requirements from the se-

lected site location, climate conditions, purpose, and usage types of

buildings, including required areas. During the introduction stage,

students study the local conditions, including its culture, climate,

industry, and demographics, and target specific existing problem

areas for the current environment, such as air quality, the life cycle

of building materials currently used, and increasing density. Then,

they will seek improvement for future living conditions for the site.

In the next stage of research, students search for technology

and innovative strategies to remedy the problems found from the

current site conditions in the previous step. Students learn from

research papers and articles that explain scientific mechanisms

to improve the underlining problems in the cities and existing

application examples of the technology from scientific databases

(ACM, IEEE) using search engines (Google Scholar, etc.).

After the research stage, students find creative solutions to incor-

porate the selected technology into their architectural designs. Start-

ing with diagrammatic floor plans representing adjacency among

different rooms for commonly used building types, such as office or

residential towers, students fit the proposed technology and their

architectural strategies into the preliminary layouts incorporating

emerging new programs associated with the technology. For exam-

ple, some groups introduced the visitor center and demonstration

facilities for the adopted new technology.

After students’ designs get matured, they find the best way to

represent their architectural visions to hypothetical stakeholders,

clients, investors, and collaborators such as engineers who could

technically support their projects. Tutorials on presentations us-

ing immersive VR in a computer game development environment

(Twinmotion, Unity3D, Unreal, etc.) were introduced by the instruc-

tor, which helped students develop their own creative approaches

to articulate each project’s strength (see Table 1 for details).

Upon completion, media can be reviewed by invited experts

from industry and academia in class. Reviewers rated students’ VR,

drawings, and slide presentations based on concept, aesthetics, and

technical accomplishments. Contents in immersive VR are used not

only for representations but also for evaluations of spaces yet to be

built inside the simulated environments through the lens of virtual.

Comments from reviewers promote discussions as to how students

should further proceed with their explorations.

3 CONCLUSION

To become the next leader in the field of design, students need

to have the habit of developing one’s creative solutions to meet

the new standards. Simply following templates and receipts from

existing design solutions might no longer be sufficient to provide

innovative solutions that can respond to ever-changing dynamic

demands from society under the era of technological convergence.

This project aims to prepare students for such future scenarios as

they venture into the professional world.

https://drive.google.com/file/d/1IIw48FFrlXzQPhS9Vc5HD-VXufh1uk61/view?usp=share_link
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Sample Videos

https://www.youtube.com/watch?v=aIiNjnnkxe0
https://drive.google.com/file/d/1JwHVZnTBH5xyOk972OE4Iii_AEC26FuZ/view?usp=drive_link
https://drive.google.com/file/d/1QxvO-R1QuWxfSiojleKS4SUI_3zL2BQ8/view?usp=share_link


Examples of VR projects by students

Peter Zhang and Mark Amaro

Peter Zhang and Mark Amaro

Brandon Kong and Dongsheng Han



Student Projects: 3-D Animations / Game Developments

 Han

Sample Videos

https://drive.google.com/drive/folders/1xd0JKa4PaRKJLxoi__odDbJiQKCUtcAP?usp=sharing
https://drive.google.com/file/d/1VNv1t22OsAFr76SYSKy0Uaw-7_q0aF1y/view?usp=share_link
https://drive.google.com/file/d/10DlpqVHXdHhV3X-kJngqUUTP2_P7wgJR/view?usp=share_link
https://drive.google.com/file/d/1kLMtZYnMikqRD-MQ1shrCtlx-RIyhxM_/view?usp=share_link
https://drive.google.com/file/d/1pq4-GOOEzrfTSN1eJHn-hKwd4UZ3essB/view?usp=share_link
https://drive.google.com/file/d/1tl-g8xDIiGZh5WTi9GSssugTj2M2GsVK/view?usp=share_link


NOVEL IMAGE DESCRIPTORS AND LEARNING METHODS FOR IMAGE CLASSIFICATION APPLICATIONS

SLASH: DATA-DRIVEN PERCEPTUAL ANALYSIS OF SWORD FIGHTING MOTION by Yunhao Zhang (Ph.D. in 
Informatics, 2022-), Dr. Tomer Weiss (Dissertation Adviser), Dr. Taro Narahara (Committee member).

Motion Retrieval - Joints Rotation Distance Application Pipeline - Transition Construction (right)

Realistic character animations are still mostly manually produced. Fighting animations, which are popular in animation venues, are difficult to create due to their
high dynamic and detail content. We present an annotated sword combat motion dataset. Our dataset includes 15,927 data points from 203 motions depicting
various fighting styles, including pose coordinates, text annotations, video, and other modalities. We infer novel perceptual motion attributes using crowdsourcing,
allowing users to explore datasets using artistic features that are hard to define. A suggestion engine, sequence creation, and user-empowered exploration for
content analysis and creation are among our interactive media applications.



INVESTIGATION OF NEW LEARNING METHODS FOR VISUAL RECOGNITION



Evidence of Teaching:

Taught environmental analysis and optimization, including wind, sunlight, landscape, line of sight, and VR environment creation.

Robotic digital fabrication Group Project participated as RA/TA instructing students at Harvard GSD, 2010 (Prior to NJIT). 



AI Tools to Synthesize Characteristics of Public Spaces: A case study for Jersey City. Riether, G., & Narahara, T. (2023). Proceedings 
of the 41st Association for Education and Research in Computer-Aided Architectural Design in Europe (eCAADe) Conference. [PDF]. 
(My role: Produced all generative AI images, share the concept with the co-author, and wrote half the paper.)

This paper investigates how artificial intelligence (AI) tools can be used in the early design phase of public space to synthesize qualitative information such as 
cultural differences and individual perception into a common understanding of qualities of a public space. In that way AI tools can be used to synthesize emotional 
responses citizens may have to urban spaces as a form of feedback during the design process. To do that the investigation leverages AI tools' text-guided image-
to-image translation techniques, their capacity to assess the association between images and texts and the premise for synthesizing a common understanding of 
characteristics and qualities of public spaces.

Figure. AI renderings using Google Street View images of urban samples, quality prompts, and cultural references.

My courses incorporate VR and AI-driven generative animation techniques to advance design development.

Click for animations

https://papers.cumincad.org/data/works/att/ecaade2023_456.pdf
https://drive.google.com/file/d/1hdkJwwjlMb_Swy9kPtJGX0uUtm1ZrM9h/view?usp=drive_link
https://drive.google.com/file/d/1hdkJwwjlMb_Swy9kPtJGX0uUtm1ZrM9h/view?usp=drive_link
https://drive.google.com/file/d/1hdkJwwjlMb_Swy9kPtJGX0uUtm1ZrM9h/view?usp=drive_link
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